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1. Introduction

Most large scale computer systems employ some form of lcad
control to maintain a high throuwghput rate and/or to provide an
acceptaktle 1level of service to the users. For paging systems
this is often accomplished by manipulating the degree of
multiprogramming or equivalently the size of the resident sets
of the active processes to keep the system from becoaing
saturated.. Previous work directed towards this end is primarily
represented by the development of the working set policy
[1.,2,3,4]. More recently, efforts to optimize the syster work
capacity lie wmainly in keeping some measures related to progranm
behavior (usually paging behaviour) within some predetermined
bounds [5,6,7,8). The 50% criterion [7] for example, aims at
maintaining the utilization of the paging device to around 0.5
The L=S criterion [6] proposes to keep the system life time to
approximately that of the page swap time. The knee criterion
{5,8] suggests that the mean resident set size of each process

should be maintained at the value associated with the primary



knee of its life time function, Though the most robust of the
three, the knee criterion is also the most costly to implement

and involves the largest amount of overhead.

Though these criteria are not based on mathematical models
and cannot be proved to be optimal, they aim at incieasing the

throughput rate by loading the system up to the point when the

measured 1indicator suggests further increase in system load may
cause 'thrashing'. The methods cannot be applied to non-paged
systenms. Furthermore, for interactive systems and combined
batch-interactive systems, one 1is interested not only to
maximize the system throughput rate but also to guarantee good
response times to the interactive jobs (possibly at the expense
of the batch Jjobs). Landwehr [9] studied a cowbined batch-
interactive system and proposed a scheme to activate batch Jjobs
based on the terminal load. The emphasis of the study, however,
was on model formulation and validation. There was no attempt
to prevent the systen from saturation or to optimize
performance. As well, there is no easy or systematic way of
determining the values of the break points. Hine et.el. [10]
studied the problem from a slightly different viewpoint. Their
goal was to control the main merory allocation for each class of
jobs to provide different response times to each while
maximizing the CPU wutilization. They employed a mathematical
model but optimization was achieved by an exhaustive search
technique, A heuristic was also given which provides ygood but

not optimal results.



In this paper vwe study the performance of a combined
batch-interactive computer system using the operation analysis
technique [ 14]. The control algorithm determines from time to
time the number of batch jobs (if any) to be activated from the
batch queue. The control criterion aims at keeping the systenm
from saturation (to be defined in the next section) while
minimizing the mean number of jobs waiting to be activated. The
effect is to maximize the throughput of the system while

maintaining good response time for interactive jobs.

Definitions of system saturation have been proposed
[12,13,14]. Invariably the system is considered saturated at
the point the response time vs system load curve starts to rise
rapidly. £Kleinrock [12], for example, using the number of
active terminals as the load, defined the system's saturation
point to correspond to the intersection of the mean normalized
response time curve asymptote and the horizontal 1line
corresponding to the minimum response time (i.e., vhen there is
only one active terminal). (See Figure 1) . If a system is not
allowed to get saturated according to this definition, the mean
response time of the active jobs will not exceed an acceptable
level. However, the implicit assumption is that the . progras
population considered is both homogeneous and stationary. Our
approach is to compute the system saturation load at small

intervals (such as a few seconds) during shich the stationary



assumption 1is Jjustified. The homogeneous assumption is

discunssed below,
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Figure 1. Mean resvonse time vs. the number of active terminals.
The computer system is often modelled as a central-server

model [11,13]. Consider such a model with M service centres and

a degree of multiprogramming equal to N. Each service centre

consists of a device and its associated gueues (Fig 2.)
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Figure 2. Central-server model with M service centres.




The service centre S1 is the CPU service centre (the central
server). On completion of the CPU service a job either 1leaves
the system or Jjoins another service centre. A job leaving

service centre S;, i=2,3,...M must join the central servere.

2.1 Notations
The gquantities defined in section 2.1 and computed in
section 2,2 are meau values within an observation period and as
such are functions of time which is omitted for clarity.
T : observation period
(v : observed number of completions at centre S, duriang T
By: the total amount of time during which the service centre
Sc'is busy during T
RC: observed number of requests for centre Scduring T
%i: request frequency, the fraction of jobs proceeding next
to service centre S on completing a service reguest at
the central server
=Ry /C,, CHI
%'is the fraction of jobs leaving the system on completing

”
a service request at the CPU. ( 2 4. =1).
T

2.2 Operational guantities

mean service rate of serverdi :/}, =Ce/B

utilization of serverSi ‘ﬁ' s 3:/1’
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The equation of the asymptote (as N approaches infinity) is more
difficult to derive. Let us first consider the simple case of a
non-virtual memory systenm, The asymptote occurs at the point
when the utilization of a service centre (i* say) reaches unity

(i.e., it becomes the system's first bottleneck).

From Buzen's analysis [11], i¥ is that service centre which
has the highest utilization in an interval (i.e., i%* may vary
from interval to interval as the work load characteristics
change). If it is the CPU, the equation of <the asymptote is

simply
N

E(N) » Jx

«)

Otherwise, using equation (4) and noting that /i. as well as
the ratio (g;/q,) remains unchanged as N increases, the eguationm
of the asymptote is
- . Ng.
R ° bt (1)
% Y

For a paging system, the eventual bottleneck as N approaches

infinity must be the paging device but it need not be the first

device to saturate,

Case (i), the paging device is not the first to saturate.

In this case, as the system is saturated before the paging
device is fully utilized, the asymptote should be computed based
on the first device to reach saturation and egquation (7) 1is

still valid (see Figure 3).
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Figure 3. Mean resnonse time vs. N, a non-paging device is the

first to be saturated.

Case (ii), the paging device is the first to saturate.

The ratio g.,/q, continues to increase as N increases and
approaches infinity as N approaches infinity. A realistic
approach consistent with the one used in Case (1) is to use the
value of 9579, corresponding to the point the paging device
first becomes fully utilized. However, this ratio is not easy
to estimate. The observed value of qgx /g, can be wused if the
system is close to saturation {i.e., N*¥ £ N, see below) when the
parameters are measured. Otherwise the saturation load will be
under-estimated. This 1is not a problem when the work load is
light. As can be seen subsequently, if the system work 1load
then gets heavy, the control policy will adjust to it and the
observed ratio will again approach the desired value. The
saturation load N¥ is thus the intersection of egquations (5) and
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if the CPU is the first device to saturate. Otherwise it is the

intersection of equations (5) and (7).

All of the above eguations can also be derived using gueuing

theory.

Mos* proposed schemes assume a fixed saturation load. The
Michigan Terminal System [15] for example computes the values of
five load factors at fixed intervals and if one or more exceeds
the corresponding predetermined static saturation value, the
systen is assumed to be saturated. For the 504 criterion, the
saturation point corresponds +to when the utilization of the
paging device exceeds 0.5+c, vhere ¢ 1is some small positive
constant. The L=S <criterion to certain extent assumes the
system to be saturated when the system life time 1is below the

page swap time, which is fixed for a given paging device.

In a previous report [15], we have shown that the
saturation load is really a function of the <characteristics of
the current work 1locad and cannot be very well represented by
some constant measures. For the present model, these wark 1load
characteristics are g, and /; s i=1,2,..,M. Any model which
does not take this into consideration will sometimes

over—-estimate and sometimes under-estimate the system saturation
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load. The fact that the over-estimation on the average is egual

to the under-estimation provides no comfort when the goal is to

optimize performance at all times.

3. Lload comntrol

The first criterion for load control is to keep the systenm
from saturation. From Figure 1, it is seen that the @mean
response time increases rapidly beyond this point. Furthermore
Denning [ 16] has shown that ‘*thrashing! (and thus reduced
throughput rate) occurs when ¢the paging device is saturated.
For nmultiprogrammed paging computer systems, the simplest way to
accomplish this is to keep the number of active jobs below N¥*
given in equation (8) or (9). Since the system throughput rate
is a non-decreasing function of N before the system saturates
[8], activating N* jobs whenever possible will also maximize the

throughput. There are three cases to consider:

(i) the system is saturated (i.e. N > N¥),
(ii) the system is under ntilized (i.e., N << N¥),

(iii) the system is close to but not yet saturated.

Case (iii) is the interesting case since if the system is
under utilized, it is unnecessary to apply any control measure
but to activate each job as it arrives until the condition for

case (iii) is reached. 1If the system 1load is then properly
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controlled, the system should attain saturation ( case (i) )
infrequently and only for brief periods. The control when the
system 1is saturated could simply consist of not activating any
more batch job until the system comes out of saturation. If the
systen is in the saturation state freguently and for extended
durations then it is highly ©probable +that +the hardware is
inadequate to handle the normal work 1load and should be
upgraded. Thus we shall consider only case (iii) in this paper.
We note that many systems (e.g.,the Michigan Terminal Systen
{15]) do not apply any control wuntil saturation is detected.

This, in our opinion, does not constitute proper load control.

4. QOptimization

We define the following variables all of which are
functions of time t which is omitted for clarity :

I : number of batch jobs waiting to be activated,

At: nunber of terminal requests in the interval,

Et= expected number of terminal arrivals in the next
interval,

Y : expected number of Jjob departures (both batch and
terminal) in the next interval,

N : optimal number of batch jobs that should be activated,

N,: optimal system capacity (measured in terms of the
number of jobs) to be reserved for expected incoming

terminal jobs.
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5 : remaining system capacity (defined as the number of
additional jobs that can be accommodated without

saturating the system).

S can be approximated by
§:N*-N +D

The problem is to determine how many of the S Jjobs should be
filled by waiting batch Jjobs (if any). Our objective is to
maximize the mean system throughput rate without saturating the
system. This is equivalent to minimizing the expected number of
jobs that have to wait at each interval because admitting then
would saturate the system. We shall minimize a weighted sum of
the waiting batch and terminal jobs which 1is a more general

problem.

let the weights be C1 and C2 for batch and terminal jobs

respectively. The optimization problem is therefore

M jc. (- M) + Ca{I-N)} —— )

Sub"uf 'l'u Ny + A]b $S
Mg S Et. 09
A@ <1

~

The problem is eguivalent to

ax §2 2 CAlg t Canhd
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subject to (11).

If C1 > C2 (i.e., terminal jobs are favoured), it is easy

to see that the solution to the above optimization problem is

Ny = Eq ;g E, ¢S = Np:§-E )
!\}t=s '-‘- E’t7$ = %:0

In the above computation ,it is assumed that Et and D are
available at the beginning of the interval. 1If Et<D then ve may
have N + N P A]* for a short period at the beginning
of the interval. This problem can be alleviated by spreading
out the activation cf the N, batch jobs throughout the interval
instead of all at once at the beginning., It remains to show how
Etand D can be computed using smoothed statistical estimates.

Let Pt be the expected prediction of the parameter for the

period[t,t+1]. Let xt'be the observed value of the parameter at

time t. Py can be expressed as

P : G- 1) th t bx, o+ P‘Xt_z t oo j

*0-£) ? !’j *1-; —_— (w
J*'-O

where the exponential weight factor f is a constant between

zero and one. For t-1,

f = ) J? o
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Now let the error made at time (t-1) in predicting xt be et"

then

€e = Xe - Py (¥

substituting in eguation (13),

Py = Fo + (1mB) € @

Now if ¢, is relatively small ve do not recompute the value
of f . 1f ¢, is large, we find a nev value of f which will
minimize the sum of the squares of errors given by

-® o, 5

L f%- (-0 Fx, Y ——

t:t J t-j -t

In prac*ice, the summation in (16) does not have to involve many
(k,say) terms before IBK approaches 2zero. ,E does not have to
be very accurate and standard technigues exist for its efficient

computation.,

To summarize, the control procedure consists of the
following steps:
1. During an interval T, observe D, A¢s N, 4% fz =152 puw o By
2. Compute N* using equation (8) or (9).
3. Estimate the expected number of terminal arrivals and total
departures in the next interval using equation (15).

4. Compute the number of batch jobs tho be activated in the
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next interval using equation (12).

5. Terminal jobs are immediately activated upon arrival.

Se onclusion

A model to estimate the saturation of a computer system has
been presented which 1is capable of adjusting to varying work
load characteristics. Based on this, the number of batch jabs
that should be activated to nminimize a weighted sum of the
number of jobs that will have to wait wupon arrival without
saturating the systenm in a coszbined batch-interactive
environment is computed using simple optimization theory. The
approach thus provides good mean response time to the terminal
jobs and maximizes the system throughput rate under that

condition.

The second level of load control - that of the selection of
the type of jobs to be activated has not been discussed im this
paper. Work has started in this direction. However, because of
the difficulty of predicting accurately the resource demands of
a jok Dbefore it is executed and because of the adaptiveness of
the proposed scheme which is capable of correcting itself it may

be that equally good results can be achieved without it.

The use of the number of jobs to characterize the systen
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load is of course not precise as jobs do not necessarily bhave
the same resource demand characteristics. However, it has been
shown to produce useful results [17,18]. It is made even more
acceptable for this application because of the built-inm
adaptiveness of the proposed policy. If the average resource
demands .of the activated Jjobs in the next time interval is
lighter than those of +the previous interval (on which the
remaining system capacity was estimated), then the updated
remaining system capacity will increase and more Jjobs will be
activated in the next interval. On the other hand, if they are
heavier, then the remaining system capacity will decrease and

fevwer (or no) jobs will be activated in the next interval.

The model as proposed is very simple and all the parameters

required can be measured directly.
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