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eost large scale computer systems employ some form of load 

control to maintain a higli throughput rate anu/oc to provide an 

acceptable level of service to the users. For paging systems 

this is often accomplished by manipulating the degree of 

multiprogramming or equivalently the size of the resident sets 

of the active processes to keep the system from becoaing 

saturated • . Previous work directed towards this end is primarily 

represented by the development of the working set policy 

[ 1 ,2, 3 ,4 ]. ~ore recently, efforts to optimize the system work 

capacity lie mainly in keeping some measures related to program 

behavior (usually paging behaviour) vithin some predetermined 

bounds [S,6,7,8). The 50% criterion [7] for example, aims at 

maintaining the utilization of the paging device to around 0.5. 

The L=S criterion [6] proposes to keep the system life time to 

approximately that of the page swap time. The knee criterion 

(5,8] suggests that the mean resident set size ot each process 

should be maintained at the value associated with the primary 
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knee of its life time function. Though the most roL ust of the 

three, the knee criterion is also the most costly to implement 

and involves the largest amount of overhead. 

Though these criteria are not based on mathematical models 

and cannot be proved to be optimal, they aim at inc~easing the 

through.Q.!!.i ll!:.~ by loading the system up to the point when the 

measured indicator suggests further increase in system load may 

cause 'thrashing•. The methods cannot be applied to non-paged 

sys terns. Furthermore, for interactive systems and combined 

batch-interactive systems, one is interested not only to 

ma xi mize the system throughput rate but also to guarantee: good 

response times to the in te rac ti ve jobs (possibly dt the expense 

of the batch jobs). Landwehr [9] studied a combined batch-

interactive system and proposed a scheme to activate batch jobs 

based on the terminal load. The emphasis of the study, however, 

was on model formulation and validation. There was no attempt 

to prevent the system from saturation or to optimize 

performance. As well, there is no easy or systematic wa1 of 

determining the values of the break points. Hine et..el. (10] 

studied the problem from a slightly different vievpoint. Their 

goal was to control the main memory allocation for each class of 

jobs to provide different response times to each while 

maximizing the CPU utilization. They employed a mathematical ,, 

model but optimization was achieved by an exhaustive search 

technique. A heuristic was also given which provides good but 

not optimal results. 

,. 
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In this paper we study the performance of a combined 

batch-interactive computer system using the operation analysis 

technique (14]. The control algorithm determines from time to 

time the number of batch jobs (if any) to be activated from the 

batch queue. The control criterion aims at keeping the system 

from saturation (to be defined in the next section) while 

minimizing the mean number of jobs waiting to be activated. The 

effect is to maximize the throughput of the system while 

maintaining good respons~ time for interactive jobs. 

i. Estimation .Qi, ~ste.m Saturation 

Definitions of system saturation have been proposed 

[ 12, 13,14]. Invariably the system is considered saturated at 

the point the response time vs system load curve starts to rise 

rapidly. K leinroc.k ( 12] • for example, using tb e num her of 

active terminals as the load, defined the system's saturation 

point to correspond to the intersection of the mean normalized 

response time curve asymptote and the horizontal line 

corresponding to the minimum response time (i.e.• vben there is 

only one active termina 1). (See Figure 1t • If a system is not 

allowed to get saturated according to this definition, the mean 

response time of the active jobs will not exceed an acceptable 

level. However, the implicit assumption is that the prograa 

population considered is both homogeneous and ~tationary. our 

approach is to compute the system saturation load at small 

intervals (such as a few seconds) during which the stationary 



assumption is justified. 

discussed below. 

The 

mean response time 

I 

homogeneous assumption 

_______ -i / saturation load N* 

----------.::._ ______ No. of active terminals 

Figure 1. Mean response time vs. the number of active .terminals. 
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is 

The computer syste ■ is often modelled as a central-server 

model [11,13]. Consider such a ffiodel with M service centres and 

a degree of multi E:.togra mm ing egua 1 to N. Each service centre 

consists of a device and its associated gueues (Fig 2.) 

Figure 2. Central-server mcx:lel with M service centres. 
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The service centre 51 is the CPO service centre (the central 

server). On completion of the CPU service a job either leayes 

the system or joins another service centre. A job leaving 

service centres~, i=2,3, ••• ~ must join the Ctntral server. 

J.• l ]_gta t iO,D§ 

The quantities defined in section 2.1 and computed in 

section 2. 2 are mean values within an observation period and as 

such are functions of time which is omitted for clarity. 

T : observation period 

C~· : observed number of completions at centre s.; dur-ing 'I 

B~: the total amount of time during which the service centre 

S<is busy during T 

observed number of requests for centre S~during T 

i,= request frequency, the fraction of jobs proceeding next 

to sec-vice centres; on completing a service request at 

the central server 

V• is the fraction of jobs leaving the system on 

" a service request at the CPU. ( 2 1 · = 1) ■ . ., "' . -

11ea n service rate of server Si : /.· , = C,/~,: 
utilization of server Si & t· : B~fr 

comp le ting 



system throughput rate • f. S!.1i 
T 

: kl . .1_.1, 
B, T 

utilization f.: c B,/T 
: .J.i_ . .f..i 
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Under the job flow balance assumption C,· • Re: 

. r\ - !.: 
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- r, r. ,,,. ,: I I .. 

t,: 
When there is only one job in the system 
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We use Little's law to compute the mean response time 

R (N) - N/1 • N .. ... 
r. i,. r. 

tJi; . .. 
1.r~ r.,· (11-) 

{n• ll) - --L. 
,,. 

~•) It (,) : 
( I z: t,) r. t, + i :a. /A,: 
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The equation of the asymptote (as N approach~s infinity) is more 

difficult to derive. Let us first consider the simple case of a 

non-virtual memory system. The asymptote occurs at the point 

when the utilization of a service centre (i* say) reaches unity 

(i.e., it becomes the system's 1.!I§l bottleneck). 

From Buzen•s analysis [11], i* is that service centre which 

has the highest utili7ation in an interval (i.e., i* may varJ 

from interval to interval as the work load characteristics 

change). 

simply 

If it is the CPU, the equation of the asymptote is 

N 

Otherwise, using egdation (4) and noting that / .. • as 11ell as 

the ratio (g~/g 1 ) remains unchanged as N increases, the eguation 

of the asymptote is 

(-r) 

Por a paging system, the eventual bottleneck as N approaches 

infinity must be the paging device but it need not be the first 

device to saturate. 

Case (i), the paging device is not the first to saturate. 

In this case., as the system is saturated be.!2£~ the paging 

device is fully utilized, the asymptote should be computed based 

on the first device to reach saturation and equation (7) is 

still valid (see Figure 3). 
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Mean response time 
paging device becomes the bottleneck 

a non-paging device is saturated 

I ,1/ saturation load N* 

---------r 
_________ _.•L-------~ degree of multiprogramming, 'N 

Figure 3. Mean resnonse time vs. N, a non-paging device is the 

first to be saturated. 

Case (ii), the paging device is the first to saturate. 

The ratio g..-.,./g 1 continues to increase as N increases and 

approaches infinity as N approaches infinity. A realistic 

approach consistent with the one used in case (i) is to use the 

value of q,J/q 1 corresponding to the point the paging device 

first becomes fully utilized. However, this ratio is not ~asy 

to estimate. The observed value of q,;7' /q I can be used if the 

system is close to saturation {i.e., N* ~ N, see below) when the 

parameters are measured. Otherwise the saturation load will be 

This is not a problem when the work load is 

light. As can be seen subsequently, if the system work load 

then gets heavy, the control policy will adjust to it and the 

observed ratio will aqain approach the desired value. The 

saturation load N• is thus the intersection of eguations (5) and 

(6) 

: 
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if the CPU is the first device to saturate. Otherwise it is the 

intersection of equations (5) and (7). 

(, t 

All of the above equations can also be derived using gueuing 

theory. 

~ost proposed schemes assume a fixed saturation load. The 

Michigan Terminal System [15] for example computes the values of 

five load factors at fixed intervals anJ if on~ or more exceeds 

the corr@sponding predetermined static saturation value, the 

sygtem is assumed to be saturated. For the 50j crit~rion, the 

saturation point corresponds to when the utilization of the 

paging device exceeds O.S+c, where c is some small positive 

constant. The L=S criterion to certain extent assumes the 

system to be saturated when the system life time is below the 

page s~ap time, which is fixed for a given paging device. 

In a previous report [15), we have shown that the 

saturation load is really a function of the characteristics of 

the current work load and cannot be very well represented by 

some constant measures. 

characteristics are q ,: 

does not take this 

Por the present model, these WQrk load 

and f,: , i=1,2, •• ,M. Any model which 

into consideration will sometimes 

over-estimate and sometimes under-estimate the system saturation 



10 

load. The fact that the over-estimation on the average is egual 

to the under-estimation provides no comfort vhen the goal is to 

opti~ize performance at all times. 

The first criterion for load control is to keep the system 

from sat ura ti on. From Pi gure 1, it is seen that tb.e mean 

response time increases rapidly beyond this point. Furthermore 

Denning [ 16] has shown that • t hr ashing• (and th us reduced 

throughput rate) occurs when the paging device is saturated. 

For multiprogrammed paging computer systems, the simplest way to 

accomplish this is to keep the number of activ~ jobs below ti* 

given in equation {8) or (9). Since the system throughput rate 

is a non-decreasing function of N ~§£9!~ the system saturates 

(8 J, activating N* jobs whenever possible will also maximize the 

throughput. There are three cases to consider: 

(i) the system is saturated (i.e. N > N*), 

fii) the systEm is under ut.ilized (i.e., N << N*) , 

(iii) the system is close to but no~ yet saturated. 

case (iii) is the interesting case since if the system is 

under utilized, it is unnecessary to apply any control measure 

but to activate each job as it arrives until the condition for 

case (iii) is reached. If the system load is then properly 
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controlled. the system should attain saturation ( case(i) J 

infreguently and only for brief periods. The control when the 

system is saturated could simply consist of not activating any 

more batch job until the system comes out of saturation. If the 

system is in the saturation state frequently and for extended 

durations then it is highly probable that the hardware is 

inadequate to handle the normal work load and should be 

upgraded. Thus ~e shall consider only case(iii) in this paper. 

We note that many systems (e.g.,the Michigan Terminal System 

[15]) do not apply any control until saturation is detected. 

This 1 in our opinion. does not constitute proper load control. 

We define the following variables all of which are 

functions of time t which is omitted for clarity: 

I . . 
At: 

ft: 

}: 

number of batch jobs vai ting to be activated, 

number of terminal reguests in the interval, 

expected number of terminal arrivals in the .next 

interval, 

expected number of job departures (both batch and 

terminal) in the next interval, 

optimal number of batch jobs that should be activated. 

optimal system capacity (measured in terms of the 

number of jobs) to be reserved for expected incoming 

terminal jobs. 
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s: remaining system capacity (defined as the number of 

additional jobs that can be accommodated without 

saturating the system). 

scan be approximated by 

S: ,,J'"- N +J:> 

The problem is to determine how many of the s jobs should be 

filled by waiting batch jobs (if ann. our objective is to 

maximize the mean system throughput rate without saturating the 

system. This is equivalent to minimizing the ~xpected number of 

jobs that have to wait at each interval because admitting them 

would saturate the system. We shall minimize a weighted sum of 

the waiting batch and terminal jobs which is a more general 

problem. 

Let the wt!igh ts be C 1 and C 2 for batch and ter mina 1 jobs 

respec~ively. The optimization problem is therefore 

,Jt t >.lb ~ S 

µt ~ £ t 
Nb ~ I 

The problem is equivalent to 

,. 



13 

su~ject to ( 11). 

If C1 > C2 (i.e., terminal jobs are favoured), it is easy 

to see that the solution to the above optimization problem is 

,J t :. Et ;f Et <: S ➔ tJb . s - E-e -
-(•~ 

rJt - s ~f E-t.., s ~ ~ :o -

In the above computation ,it is assumed that Et and D are 

available at the beginning of the inte:-val. If Et<D then we may 

have rJ + tJ b ";;, 1'.(' for a short period at the beginning 

of the in~erval. This problem can be alleviated by spreading 

out the activation cf the Nb batch jobs throughout the interval 

instead of all at once at the beginning. It remains to show how 

Et. and D can be computed using smoothed statistical estimates. 

Let Pt be the expected prediction of the parameter for the 

period (t,t+1]. Let xt.be the observed value of the parameter at 

time t. Pt can be expressed as 

Pt:(,-~) f-xt -t ,xt-,.,. r";tt-2 t ···· J 

where the exponential weight factor f is a constant between 

zero and one. For t-1, .. ' 

Pt_, - c, -r) l ~J 
'X't-j-1 . 

j a.o 
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Nov let the error made at time (t- 1) in predicting x t be Et , 

then 

substituting in eguation (13), 

---(11) 

Now if E.t, is relatively small we do not recompute the value 

of f . If ~tis large, we find a new value of ~ which will 

minimize the sum of the squares of errors given by 

In prac-":.ice, the summation in (16) does not have to involve many 

Ak (k,say) terms before r approaches zero. f does not have to 

be very accurate and standard techniques exist for its efficient 

computation. 

To summarize, the control procedure consists of the 

foll owing steps: 

1. During an interval T, observe D, At• N, y_ .. •, ~· ,i=1,2, ••• ~. 

2. Compute N* using equation (8) or (9). 

3. Estimate the expected number of terminal arrivals and total 

departures in the next interYal using equation (15). 

4. Compute the number of batch jobs N~to be activated in the 
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neit interval using equation (12). 

5. Terminal jobs are immediately activated upon arrival. 

~. Conclusion 

A model to estimate the saturation of a computer system has 

been presented which is capable of adjusting to varying wort 

load characteristics. Based on this, the number of batch jobs 

that should be activatej to minimize a weighted sum of the 

number of jobs that will have to wait upon arrival without 

saturating the system in a combined batch-interactive 

environment is computed using simple optimization theory. The 

approach thus provides good mean response time to the terminal 

jobs and maximizes the system throuqhput rate under that 

condition. 

The second level of load control - that of the selection of 

the type of jobs to be activated has not been discussed in this 

paper. Work has started in this direction. Ho~ever, because of 

the difficulty of predicting accurately the resourct demands of 

a job before it is executed and because of the adaptiveness of 

the proposed scheme which is capable of correcting itseli it may 

be that equally good results can be achieved ~ithout it. 

The use of the number of jobs to charac~erize the system 



load is of course not precise as jobs do 

the same resource demand characteristics. 

shown to produce useful results [17,18]. 

16 

not necessarily hav~ 

However, it has been 

It is made even more 

acceptable for this application because of the built-iD 

adaptiveness of the proposed policy. If the av~rage resource 

demands of the activated jobs in the next time interval is 

lighter than those of the previous interval (on which the 

remaining system capacity was estimated), then the updated 

remaining system capacity will increase and more jobs will be 

activated in the next interval. on the other hand, if they are 

heavier, then the remaining system capacity will decrease and 

fewer (or no) jobs will be activated in the next interval. 

The model as proposed is very simple and all the parameters 

reguired can be measured directly. 
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