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!his thesis is concerned with spatial affects cf perception 
and action in a simple re bot. To this end, the problem of 
designing a robot-controller for a robot in a simul~ted 
robot-environment system is considered. The environm~nt is :l 

t~o-dimensional tabletop with movable polygonal shapes en it. 
The rcbot has an eye which 'sees' an area of the tatletop 
centred on itself, with a resolution which decreases frcm the 
centre to the periphery. Algorithms are presented foe 
simulating the motion and co11ision of two dimensional sh:1.pe;:; in 
this environment. These algorithms use representations cf shape 
both as a se~uence of boundary points and as a region in a 
digital image. A method is outlined for construe ting and 
updating the world model of the robot as new visual input is 
recEived from the eye. It is proposed that, in tl1e world model, 
the spatial problems of path- finding and obj€ct-moving oo l:ased 
on algorithms that find the skeletcn of the shafe cf empty space 
and of the shape of the moved object. A new iterative algorithm 
for finding the skeleton, with the property that the skeletcn of 
a connected shaFe is connected, is presented. This is afflied 
to pa-th-finding and simfle object-moving prcblems. Finally, 
directions for future work are outlined. 
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Oh the mind, mind has mountains; cliffs of fall 
Frightful, sheer, no-man-fathomed. 
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INTROOOCTTON 

1 

This thesis is animated by a desire tc understand th9 

connection between p~rCefticn and action. Every day we do such 

simfle things as 

avoiding all obstacles in crossing a cluttered rocm 

navigating through an unfamiliar house 

making and executing a mental flan tc go to the local shop 

er cross a campus 

moving an awkward piece of furniture around a house. 

Like~ise cur pet dogs ana cats are good at navigating through 

their spatial world. 

For ~ organism 1.Q do ~£.!! tasks 

.§.2 easi.11, ~ computati~ 

processe.§ ~ ~™1rP-d? 

H@re you will find the beginnings cf an answer tc this question, 

~hich may be refined in any cne of a dozen directicns. 

!he question as stated is too nebulous tote given a 

meaningful answer; to delineate it more precisely I opted to 

I ■ Introdoction 
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proceed as fallows: 

1. Design and implement a simulated robot ~orld which reflects 

to a certain extent the spatial aspects cf a cluttered room 

oc the floorplan of a house. 

2. Specify a class of tasks of a spatial nature which the 

~obot might reasonatly be expected to sclve in this wcrld. 

3. Design computational processes which €nable the robct to 

handle these tasks in 3 reasonably intelligent manner. 

This, in summary, has been my research program. 

The simulated robot world is carefully designed tc enforce 

a ncn-trivial treatment of the interaction tetween perce~tion 

and action. The robot's sensory input frcm distant farts of the 

ervironment is either non-e~istent or very inexact and fuz7y, in 

accord with real world organisms; yet plans have to be made and 

acticns executed. I am thus squarely confronted, albeit very 

crudely, with the problEm of acting in the face of incomflete 

and inexact knowledge. In the simul~ted Lobot wcrld it is 

possible for the executed actions to be inexact in a similarly 

fuzzy manner, just as in the real wor.lcl. So far, ho we V€r, I 

have suppressed this feature, in order to ease the achievement 

of the overriding concern: the creation cf a functicning 

rchct-ccntrcl~er. 

This thesis is al~o animated by the belief that it is of 

fundamental importance to undecsta~d the computational proc€sses 

invclved in Epatial problem solving. Th~r.e are severa.1 lin1=s of 

laintroduction 
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argument to encourage this belief. 

First of all, spatial reasoning must be one of the most 

fundamental ability we possess, since we inhabit a spatial world 

and if we couldn't solv€ spatial problems we would always be 

bu~ping into things! We are also superbly good at it. For 

instance, we control large rectangular shapes en winding r9ads 

or in parking lot mazes, and a ball-player ccntrcls the velocity 

and spin of a small round object with fine precision. 

second, spatial reasoning satisfies the criteria pLcposed 

by [Marr,1976] to guide the choice of a research problem in AI. 

11 If one believes that the aim of information-processing 
studies is to formulate and understand particular 
information-processing problems, then it is tte 
structure of those prcblems that is central, not thG 
mechanisms through which they are implemented. 
Therefore, the first thing to do is tc find prcblems 
that we can solve well, find out how to solve th€m, and 
examine our performance in the light cf that 
understanding. The most fruitful source of such 
problems is operations that we perform ~ell, fluently, 
reliably, (and hence unconsciously}, since it is 
difficult to see how reliability could be achieved if 
there were no sound underlying method.n 

Spatial reasoning is a prcblem that we sclve "well, fluently, 

reliably" and largely unconsciously; therefore it is a 

worthwhile research objective. 

Third, there is an evolutionary argua.ent. 

ciayfish runs mazes; birds don't bump into forest leaves and 

branches; an orca whale races through a kelp bed without 

touching a stalk; a mouse will rarely fail tc reach its cheese 

or a dog its bone; thP. rnonk~y swings from branch to tranch. So, 

as "cntegeny recapitulates phylogeny", cne might WEll expect 

I ■Introduction 
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spatial reasoning to underly our higher mental faculties. As an 

aside, the minuscule brain of the hummingbird solves a 

devastating spatial problem: giv~n a meadow with a profusion of 

flowers, each variety having different necta~-prodncing 

properties, the humming bird appears to maximize net energy 

input while foraging and simultaneously ninimi2es the time 

expended (Gass et al.,1S76J. A truly amazing piece of 

comfutation by a very small brain. 

Iourth, there is a developmental argument. Young children 

solve spatial problems such as the classical monkey and bananas 

problem before they can talk, and +.he nevbctn babe, cnly a fe~ 

hours old, will react appropriately to a moving object, 

flinching if it comes dangerously close, and continuing to 

follow it with eye-movements if it passes behind a staticnary 

object [Bower,1974]. 

Fifth, our language is permeated by Sfatial rretapbors. 

Consider the word "permeate" just used. Dees it not evcke a 

visual image consisting of "spatial meta~hors", "permeating", in 

a very physical sense, "cur language"? · Does net a visual i~age 

acccmpany every sentence one utters? Even the most abstract 

type of languag€ uses spatial metaphors. For instance, one 

"builds" an argument "on" a firm "foundation''; one "arrives at" 

a conclusion. 

Sixth, there are many anecdotes concerning the use of 

spatial reasoning and visual imagery in making fundamental 

scientific discoveries. For instance, the paper models of 

I•Introduction 
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Pauling for the alpha-helix:, and of Watson and Crick for th~ DNA 

mclecule; Faraday's visualization cf magnetic lines of force as 

narrow tubes curving through space; Kekule 1 s discovery of the 

structure of the· b-enzene molecule by his visualization of a ring 

of ~nake-like, writhing, chains, each seizing its neightour's 

tail; and in mathematics, Hadamard bas dccumented many instances 

where a problem ~as apparently solved by visual imagery. 

These arguments in favour of spatial r€asoning inexorably 

lead one to propose the bypoth~sis that the mechanisms required 

fer Epatial reasoning may well underly at.her a.cilities that have 

developed later in evcluticn, for instance the use of language. 

The overall structure of my thesis may now be summarized. 

I lay out a research program and describe the frcgress mada on 

several fronts. The overall implementation goal is to build a 

functioning robct-contrcller for the simulated robot. Thg 

iaplemented paI:'ts are described in detail. For: those parts not 

yet implemented, their theory and design is sketched in some 

depth, to thA point at which, in scme cases, further prcgress 

can only be made through ao attempt at implementation. After 

all is said and done, this is the feature that distinguishes 

Artificial Intelligence, as actually practised, frcm all ether 

intellectual disciplines: the development of theory through 

program i~plementation. 

!•Introduction 
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The information-processing component cf any organism that 

physically interacts with the outside world must consist of 

three distinct parts: sensory receptors, acticn effectors, and 

an intermediary that relates t.h-e senses and the actions. My 

main interest is in a sufficient design for the intermediary, 

which in this thesis will be referred to as the 

q,.bc.!-£.£ntr.Qll~.£· The interme1liary could of course be null hut 

that results in a very uninteresting organism which could not 

long survive in its wcrld. In my case, the design cf the 

inte rmed ia ry, the robot-controller, is ccnst rained by th0 

requirement that the organism exhibit reasonably intelligent 

behaviour. (Intelligent behaviour will be taken as a primitive 

judgment and analyzed no furth~r.) 

The major task of a robot-contrcller, in crder tc irfLove 

the organism's survival chances, is to build a .!£ill J!!.2~1: a 

model of the outside world. In information-processing terms, a 

wcrld mcdel is a data tase of facts which, togethec with 

intexpretive procedures, enables the pcEdiction of future 

senfory input. Equivalently, it is a data structure and 

procedures for making predictions abcut the cutside world. ~ 

good world model makes correct predictions most of the time. 

The purpcse of a world model is to allow the constructicn of 

flans and thus to better achieve the organism's goals. Building 

a world model is an inductive task, using sensory inputs as the 

I •In trod uc tion 
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pri~itive items of evidence. Thus the world model cf an 

organism is a function of the design of its receptors, and 

furthermore can never be assumed tc be correct - the true n3ture 

of the outside world is forever unknowable. As a consequence, 

different organisms build very different wcrld mcdels. 1o an 

octcpus, for instance, whose sense of tcuch can cnly signal 

surface texture and curvature, a small smooth persFEX sphere is 

indistinguishable frcm a Ieng smooth perspex cylinder having the 

same curvature ( Wells, 1978 J. 

!he interface between an organism and the outside woild is 

defined by the organism's sensory receptors and action 

effectors, and is necessarily always sloppy. This may be taken 

as an intuitively obvious fact, or may be SUf ported by the 

following information-theoretic arguments. On the sensory side 

one may argue as follows. First, at any moment in tim€ a finite 

organism can only receive a finite amount cf information, 

whereas there is certainly an unbounded amount cf information 

which could be detected at any on~ time and moreover, if one 

believes either that the features of the outside world are 

continuous, or that the outside world is infinite, or totb, then 

there is an infinite amcunt of sense-able infcrmation. This is 

a special case of the more general fact that a small finite 

organism in a large or unbounded world could neither contain nor 

receive all the potentially sense-able infcrmaticn available 

£rem the outside world. A more practical argument: bJ the very 

design of natural sensory receptors, all inrut is digitized, 

I 11.Introd oc tion 
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hence is an approximaticn to guantities that are generally tak~n 

tc be continuous. 

On the action side, cne may argue a~ follows. The very 

statement that the result of an acticn was inccrrect, or sloppy, 

iuFlies the existence of a world model which was used as a 

standard of comparison fer the outccme of the acticn. There are 

two points here. First, a world mod~l is never one hundred 

percent exact, so the predicted outcome may be simply irong. 

Seccnd, supposing the wcrld model is exact, the ccmputaticn of 

the cutccme of an action may require an unbounded amount of 

time. Eut in the outside world life goes on and actions must be 

taken, so the computation must be cut off in a fixed amount cf 

time - and so mistakes are inevitable. 

The discussion so far is summarized in figure I.1. our 

robct-contrcller functions, at the top level, ty the perpetual 

repetition of the action cycle, a loop ccntaining three Farts: 

perception, planning, and action. In our robot-controller thes9 

three processes are performed in serial order, ~hereas in most 

living organisms they are presumably perform€d in parallel. 

While I am discussing organisms in general, let me 

introduce the following terminology: the total sensory (visual, 

tactile, olfactory, aunitory, ••• ) input at any instant of time 

is called a ~nEocy (visual, tactil e , 2lli£!m, auditory, ••• ) 

lJ!!.Eression, following David Hume. 

In summary, then, thg action cycle occufies a fundamantal 

position in the information-processing of any organism. The 

I•Introduction 
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elucidation cf its structure, foe the simulated rotot, is the 

main task of my research program. My progress is describEd in 

chaFters IV and v. 

The system consists cf three main prcgrams: TABLETOP, that 

simulates the outside ~orld; UTAK, that simulates the robot; and 

PPA, the robct-ccntrolling program. 

TABLETOP simulates a frictionless tabletop iith a EClygcnal 

restraining boundary. There mdy be arbitrary pclygonal shapes 

on the tabletop, som€ fixed and some movable. These sh~Fes 

constitute the 9bjects of the outside world. The t~bletop 

boundary will be referred to as the lil~ to avoid coufusion 

later. There are never any holes in a fixed or movable object. 

On this simulated tabletop the Everyday la~s of physics hold: 

that is to say, the shape of an object remains invariant during 

mcticn, and if the path of a moving object is obstructed by 

another object ox the v€rge then the moving obj€ct comes to an 

immEdiate standstill with a small gap between it and the 

offending obstruction. The concepts of mass and momentum have 

not been implemented, though there would be little difficulty in 

doing so. Consequently there 3re no "start Ui" or "slow down" 

times associated with robot movements, and when a wide moving 

object collides with an obstacle near one of its lateral 

I•Introd uction 
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extremities no terminal rotation of any kind is simulated: the 

object simFlY ccmes to an immediate halt. 

UTAK simulates the robot, Utak1, who is represented as a 

dirnensicnless point and is free to move anywhere there is empty 

space. Though dimensionless, he cannot slip between two 

adjacent objects which have point-to-point, point-to-ed9e, oc 

edge-to-€dge contact. lie can gra::p an aajacent movable object, 

and can move ~ith and release such a obj~ct. An example task 

environment including Utak is shown in figure I.2. 

Utak senses his environment with ~n eye having a limited 

field of view and having a variable resolution: fine in the 

centre (the "fovea") and progressively coarser towards th~ 

periphecy. The eye may be thought of as a !V c~merar suspended 

at the top of a stalk sticking vertically up from Utak, with the 

camera pointincr directly downwards at the tabletop and its field 

of view centered on tltalc. Thus the. eye gets a tvo-dimensicnal 

view of part cf the tatletop and an image of Otak always appears 

at the centre of the fi~ld cf view. 

The retinal geometry of the eye is shown in figure r.3 (a). 

Each little square constitutes a retinal fieldr and covers a 

certain area of the task envircnment depending Ufon Utak's 

tEather than alvays referring to the "rotot" and using the 
pronoun "it", I ~ill usually refer to "Dtak", who may be likened 
to a semi-intelligent dog, and use the pronoun "him". Of 
course, no sexual discrimination is intended. Likewise no 
phylogenetic di scrim ina tion .is intended either: "Utak" ~nd "him" 
are simply more pleasant ways to refer to wbat is merely an 
abstract device emtodiea in a ccmputer frcgram used to probe 
very gingerly into the principles of cognitive science. 

I.aintroduction 
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position. Corresponding to each retinal field there is a 

w.illi Wl, which registers a graylev.§1, or integ~r in the 

range O - 7, that depends on the ratio of object to total area 

of the task environment covered by the retinal field. A retiDal 

imF!~ssion is the structured set of graylevels registered by all 

the retinal cells at one particular instant in time. The 

retinal impression received by Otak when in the situation of 

figure- I. 2 is shown in figure I.3(b). atak alsc has eight 

"tactile" receptors, one in each of the eight basic ccmpass 

directions, which allow hill to sense t.be colour of an 

immediately adjacent cbject. A tactile i1pres.sicn is the 

structured set of eight colors registered by the tactile 

rece~tors at one particular instant of time. 

In sum, then, Utak inhabits an outside vcrld vhich may be 

likened to a tabletop with confining verges, where he can ~ander 

around and move otjects, and where his sensory ccnta.ct with this 

world consists of a series of retinal and tactile i•Fressions. 

It is his problem to make sense of all this sensory input 

(James• "blccming, buzzing confusion") and create a "vorld 

aodel" for pl:rnning purposes. That is a majcx Froblem for 

Utak's brain, the robot-ccntrclling program. 

The class of tasks given to Utak consists of path finding 

("Ge to the north-east ccrne r") and object me ving tasks (" Push 

the sguare movable object into the next room"). Th€ statement 

of a task may require considerable changes to Otak's worln 

mcde 1. Consider, for instance, the object-moving task just 

l•.Int.1:od uction 
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mentioned. If Utak has sc far seen a square mcvable object but 

has cnly explored wh3t he thinks is one end cf a single room, 

his wcrld model before the task statement will simply consist of 

a room with one square mcvablE object in it; but after 

"unde.rstanding 11 the task statement his world model w il 1 include 

an extra room with a doorway which connecte it to the room he's 

currently in at a position consistent with his accumulated 

senEory experience to date. 

FPA, the robot-controller, is di vi died intc th.ree parts: 

ACCC M, SPL I\ N, and ACT. p ·ph is an acronym tor .Eercei ve, £lan, 

~ct, the thr@e parts of the action cycle. ACCOM accepts a 

retinai impression and modifies (accommodat~s) the current ~orld 

model in the light of this new evidence; SPLAN is the S£atial 

£1an~£ and· is responsible for always maiDtaining a valid plan 

to achieve the current task by creating a new plan or by 

updating an old one; while AC~ simply computes from the current 

plan the next acticn to bE executed. 

A wocld model, a task, and a plan are defined at all times 

in EPi, whatever Utak's actual situation, including the mcment 

befcre atak "opens his eye" and receives his first retinal 

impression. So far, th-e .following defaults h3.ve been used. The 

world model is taken to be a large empty sguare centred on 

Utak's initial position. The default task is to explore the 

assumed world, which me ans "co1lect ev ide nee (i.e. sensory 

input) tc confirm the current world model". lf the default task 

results in the specific task cf, say, "go tc the north-east 

T •In trod uc tion 



16 

corner", then the current plan would consist cf walk actions to 

the hyfothesized position of the north-east corner. Other 

possible defaults are "sleep" or "find food". 

I have not considered problems of activation or drive. 

These are clea.rly important and involve decision-ma.king and 

revards. The archetyfal froblem consists cf an organism hunting 

for food in an environment whose food-supplying characteristics 

are partly known. The organism is getting hungry (feed or fuel 

runr:ing low); what is the best survival strategy for this 

organism? There is a large scientific literature de1oted to 

such problems in the fields of decision theory and game theory. 

For me, these problems are secondary to the tasic questicns of 

representing the spatial world and sclving ~fatial F~Oblems. 

The ACCCM program, responsible for ·und~rstanding incc~ing 

sensory impressions, divides into two parts, ACC-INXT and 

ACC-SUE. ACC-INIT accomodates the initial default wcrld model 

tc the very firs"t retinal impression while ACC-srrn carries out 

all subsequent accomodations cf the world mcdel tc incoming 

sen~ory impressions. 

The spatial planner SPLAN depends on a subsystem called 

SHAF! to solve path- finding and object-moving froblems. SHAPE 

makEf extensive use of the world model. Th€ tasic world model 

is maintained in a format of points and lines specified by means 

of Cartesian coordinates and will sometimes be referred to as 

the ~!!£~~ia11 world model o.r the Cartesian reelis€ntatio.n. 

SHAEE functions by projecting and re-projecting all or part of 

.!•Introduction 
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the Cartesian world model onto a digital array (the ~Il.fill)• 

Path-finding and object-moving problems are solved in simple 

cases from one projection on the screen; mere interesting cases 

require several projections. A projection of the Cartesian 

representation cnto this digital array will sometimes be 

referred to as an image repres ent ation. 

The most impo.rtant part of SHAPE' is the collecticn of 

algorithms for solving path-finding and object-moving problems. 

These,are based upon the concept of the skeletcn cf a tvo 

dimensional shape. I\ mo,ce descriptive but more cumbertsome term 

for it is the symmetric llll trans:form of a shape. To get an 

idea of what the skeleton of a shape looks like, examine the 

shape and its skeletcn dra~n in figure I.4. I found that the 

skeleton was a useful tocl for path-finding protlems, and would 

be a useful heuristic for object-moving fICblems provid~d 

algorithms could be devised to ccmpute it. It turned out that, 

for r~asons given in chapter V, the published skeleton 

a.lgorithms were tfnsatisfactory. Luckily, cne of th.ese pro~ided 

a gcod base from which I was able to derive a satisfactory 

skeleton algorithm. 

There is a very nice mathematical definition of the 

skeleton of a shape. Consider the set of all circles th~t lie 

totally within the shape and partially crder them by inclusion; 

the skeleton is then d€fined to be the locus cf the centre of 

all maximal circles in this set. In addition, each point of the 

skeleton has asscciated with it the radius cf the maxireal circle 

lsintroduction 
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with centre at that point; this is known 3.S the _guench :tM~ion. 

However, the skeleton algorithm th~t I use does net ccmpute 

exactly the .skeleton as I have just defined it. This is because 

the circles used in the mathematical definiticn axe drawn using 

the familiar Euclidean metric for the distance between two 

points in a plane, whereas my algorithm uses a quasi-Euclidean 

metric to approxim3.te the Euclidean distance. Using this 

quasi-Euclidean metric, the skeleton can be computed in a very 

"local" manner. Consequently I shall,. when nEcessa.ry, 

distinguish between a Euclidean skeleton, as defined above, and 

the dig,ital skeleton, as computed by my algorithm. The 

difference between the two can be observed by overl~ying the 

Euclidean skeleton of I.4 on the digital skeleton of figure I.5. 

The skeleton of¼ shape is the key idea behind the spatial 

planner. It has a very intuitive appeal and can be used to 

solve more than just path-finding and object-moving problems. 

For instance, it can also be used to sclve the fellowing 

pro·blem, otherwise known as the findspace prcbl2 

{ Sussman, 1973 ].. Given a two dimensional shape that ycu want to 

put down on a cluttered surface, where de ycu place it1 The 

theory and algorithms cioncerned with the skeleton of a sbapE are 

worked cut in chapter v. 

To complete this overview of PPA, the third and final 

component is ACT, the executive program that computes the next 

acticn for Utak from a completed plan. This is not entirely 

trivial because the size of the next acticn has tote a function 
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of the confidence Utak has in the details cf the world model in 

the vicinity of his current position and cf the accuracy with 

which he can execute an action. The speed at which one cuns 

through a rocm cluttered with furniture deFends both en how well 

cne can register the positions of the items and on how well one 

can control one's movements. 

To summarize this section: I have outlined the ~ajor 

comfcnents of PPA, the robot-controller, and I have presented an 

important underlying concept, the skeleton cf a two dimensional 

shape. The accompanying figure I.6, which illustrates this 

stage of PPA's design, may be regarded as a first crder 

elaboration of the action cycle 0£ figure I.1. 

l•!i ~.§~ sta·tus 

All parts of the system have been de~igned, to varying 

degrees of detail, and some parts have been imFlemented. The 

TABLE10P and OTAK simulation programs, which execute actions and 

produce tactile and retinal impressions, have been implamented 

and are described in chapter III. The current status of tbe 

otheI parts of the system, namely ACCOM, SPL!N, and AC1, is 

described in full in chapter IV. Of the twc subparts of ACCCM, 

ACC-SUB has been de~igned while ACC-INIT has b€en designed and 

implemented. A full inplementation of the spatial planner SPLA~ 

has not been attempted, but the overall design of SPLAN and its 

majcI subpart SHAPE is complete. SHAPB's most fundamental 
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operation, the skeleton-finding computation, is completE and 

impl€mented; that is the main a lg cri thmic contribution of this 

thesis. 

Taking the enginee.ring view towards AI, I make two 

contributions in this thBsis. One is an efficient Sjstem for 

simulating the motion of rigid t~o dimensional shapes, tba other 

is the design and partial implementaticn of a spatial planner 

that finds paths and produces plans fer moving t~o dimensional 

shaFes arcund on a flat surface. 

l•.2 .!!~ad~~ _guide 

Chapter I .I, consisting of twc parts, is concerned iiith 

background issues. The first part ccncentrates on giving an 

overall view of the whole AI enterprise while tbe second part 

reviews numerous pieces cf work frcm AI and its sister 

disciFlines that are closely related to my own. Chapter III 

describes the design considerations and algorithmic details of 

the simulated robot world, while chapter IV covers the wbcle 

rcbct-ccnt~oller design. I include in chapter IV a numtEr of 

task scenarios that my rotot-ccntxcller, when fully iiilemented, 

is designed to be able to execute. Chafter V describes the 

thecry and algorithms for computing th~ skeleton of a two 

dimensional shape, and its usefulness for pathfinding and abject 

moving problems. The concluding chapter VI recapitulates the 

foregoing, discusses my ccntributicn to the AX enterprise, and 
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describes future directicDs cf research. 

The appendices include a user's manual for the TABLETOP 

simulation, a combinatorial lemma required 

scme proofs concerning the simulaticn 

required in section II.4.7. 

in chapter v, and 

system cf Fuat [ 1976] 

If you want to see a new iterative algorithm for ccmEUting 

the skeleton read section v.2.4. For a new afflicaticn of the 

skeleton, to pathfinding, read section V.J. If you want to see 

algcrithms for simulating the TABLETOP world read section lII.1. 

The overall design of a robot-contrcller is cutlined in chapter 

IV. Finally, if you want a general review of Artificial 

Intelligence, read the first three secticns cf ch.apter II. The 

last section of chapter II contains a literature review • 
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CHAPTER I.I 

In this chapter my purpose is to briefly sketch the nature 

of Artificial Intelligence and then to review related iork in 

Artificial Intelligence and other fields. 

Artificial Intelligence is the computer age expressicn of 

man•s eternal urge to und~rstand his mind and consciousness. 

Less poetically, it is a scientific discipline whose goals are 

to make compaters more useful and to discover and undErstand in 

comFutational terms the theories and principles that underly 

intelligence, irrespective of whether the intelligence is 

displayed by man, animal, er computer. The reader will note ~ 

scbi zoph renic tendency 

e~gineering discipline 

here: on the one hand it is an 

[Michie,1978] defines it as "the 

11he name is unfortunate, for it is .!LQ1 the current end-point in 
a progression that goes animal intelligence, human intelligence, 
arti£icial intelligence, ••• !*! ••• as many a layman seems to 
think on first hearing the name. Neither is it concerned ~ith 
computer based support systems for m€n in space, as one schclar 
seemed to think. {How about computer cognology?) Also, since 
one cannot denote a pr3ctitioner by the usual scheme of 
appending "-ist" to the subject's name, one is forced tc use 
cumberscme terms such as "researcher in Artificial 
Intelligence". 

II•Eackground Issues 
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pursuit of engineering goals through machine processing of 

complex information in terms of human concepts" - while on the 

other band it is an intellectual discipline, concerned with 

understanding intelligeDce in ccmputaticnal terms, and so 

perhaps is more akin to philoscphy and fsychclogy than ether 

areaE of study. , 

li•J.j The paradigms ..Q! ~rtificia1 Intellig en~ 

If Artificial Intelligence is a science tlen what are its 

paradigms [Kuhn,1962]? As [~asterman,1970] pointed out, Kuhn 

usEd the word "paradigm" in many different senses, so we shall 

inttcduce each sense as n~cessary. 

In a social sense, Artificial Intelligence bas been around 

as a clearly defined group 0£ communicating workers since a 10 

perscn summer school vas held on the subject in 1955. So 

Artificial Intelligence is a young sci~nce and perhaps still a 

bit sElf-conscious as a result. 

As for the existence of a generally acceFtad view cf the 

subject (metaphysical paradigms or "Wel tans cha uung"; these a re 

what get overthrown iD scientific revolutions) initially there 

was hardly one at all eicept for the basic belief that an 

understanding cf intelligence would be achievEd through 

comFutational studies. This has now been stated as the Physical 

Symbcl System Hypothesis by [Newell and Simon,1976): "a physical 

symbcl system has the necessary and suffici~nt means for general 
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intelligent acticn". Very soon tbe central i~Fortance of search 

was generally accepted, and this too has been enshrined by 

New€ll and Simon as the Heuristic Search Hypothesis: "The 

solutions to Froblems are represented as symbcl structures. I 

physical symbol system exercises its intelligence in 

problem-solving ty search that is, by geneLating and 

progressively modifying symbol structures until it produces a 

solution structure." Now the gene.rally accefted core topics of 

Artificial Intelligence can be summarized as [Nilsson,1974]: 

representation of knowledge, search, commcn-sense reasoning and 

deduction, and computer languages and systeis apprcpriate for 

investigating the first three topics. 

Going down one level, what are scme of the instrumental 

paradigms, or generally accepted tools 0£ Artificial 

Intelligence? The computer and programming languages ~re, of 

course, the .§i~ qua JlQ1l of Artificial Intelligence. There are 

however some more specific, widely used, tools in the AI'ers 

toolkit. One such is the production system style of program 

design. A production system ccnsists of a ccllecticn cf 

situation-action rules plus a scheme for choosing which rule to 

apply next. Any production system can be vie~ed as a 

generalization of a behaviouristic stimulus-response sistem. 

Another is the semantic net approach; here a system is designed 

as a data structure · of labelled nodes and connecting arcs 

together with arc-traversal algorithms. This approach is, 

historically, directly derived from associationist ESJchology. 

ll•Backgroand Issues 
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The last tool we will mention is the most well estatlisbed of 

them all, with a long intellectual history behind it, and t~~ 

object of some controvErsy: first order fiedicate calculus, 

which is taken directly from traditional mathematical logic. 

What are some of the defining problems cf Artificial 

Intelligence? As examples, anyone who uses a computer in 

attempting to: understand natural language, play games such as 

chess, central a robot, understand a TV imag€ cf a real ~orld 

scene, or understand speech, is considered to be working in 

Artificial Intelligence. 

What are some of the cur~ent hot ptcblems in Artificial 

Intelligence? Here is a list, culled from [Mccarthy,1977] and 

( Simon, 1977]. 

• the pcoblem of cooperating with cth~rs, er overcoming their 

CfFOSition this is a task which even the youngest infant 

handles very well [Dcnaldson,1978]. 

• the acquisition of knowledge [Winston,1970], [Winston,1S78]. 

• reasoning about concurrent events and actions. 

■ expressing knowledge about space, and the lccaticns, shapes 

and layouts of objects in space. 

■ the relation between a scene and its two dimensional image -

this is thE vision p~oblem, currently being attacked by many 

workers, for instance, (Barrow and Tenentaum,1978]. 

■ reasoning with concepts of cause and can. 

■ finally, the problem of representation vha t kno wledg~ 

enables a system to create a representation and o~erators for 
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a new and unfamiliar problem? This representation kno~ledge 

is to be distinguished from knowledge of how to solve a 

Frcblem. 

In summary, I have outlined this scientific field knoMn as 

"~rtificial IntelligencE" by describing it frcm severnl Kuhnian 

viewrcints. 

11•1•1 AI has £Ot entlally rich r elationships ~ith many otheL 

I i€lds 

Tbete are many cela ·tions between Artificial Intelligence 

and other fields of study. For example, one might expect that 

work on getting a machine to understand language wcula fcrm a 

subfield cf linguistics proper, whereas in fact this field of 

resEarch has a somewhat contentious relationship with 

traditional linguistics. This relaticnshif is the tcpic cf an 

enduring, acrimonious debate an example of compEting 

paradigms, a la Kuhn, due to differing research prcgrams. 

As another example, psychology and Artificial Intelligence 

have enjoyed a somewhat lopsided relationship. The more vocal 

advocates of ~rtificial Intelligence believe that Artificial 

Intelligence research is of monumental importance for psycbclogy 

(Minsky and Papert,1972], whereas most of the psychological 

ccmmunity has simply ignored Artificial Intelligence. The 

reasons for this schism seem to stem largely fLQm differences in 

methodology [Miller,1978] another example of ccmpeting 

resEa~ch paradigms. In order to keep his science well fcunded 
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on facts, and hence scientifically respectable. the psychologist 

is concerned to produce falsifiable thecries, that is, theories 

with demonstrably true empirical consequences. On the ether 

hand, the Artificial Intelligence researcher is concerned to 

produce falsifiable ccmputatiooal theories, mechanisms and 

comFuiations with demonstxably true empirical consequences. The 

difference is that the latter is not so much concerned with the 

empirical facts of hu.man mental abilities, which by and 13.rge 

are taken as intuitively obvious, but with the empirical facts 

of computation. For instance any proposed mechanism which 

enccunters a combinatorial explosion er otherwise runs 

intolerably slowly on any actual or FCtential ccmputer is 

unacceptable. Thus an algorithm that is exponentially slew in 

the domain of interest is unlikely to be acceptable in the long 

run. To conclude: Artificial Intellig~nce is not so artificial 

after all - it is grounded on the empirical, naturalr facts of 

ccm;uta tion. 

one might expect there to be some contact betwe€n atimal 

behaviour studies and Artificial Intelligence, for at least two 

reasons. 'Pirst the behaviour of animals is simpler and 

therefore the construction of computational precesses sufficient 

tc duplicate it should be easier. (When I say that the 

bEhaviour of B duplicates the behaviour cf A, I mean that there 

is no significant observatle difference between the behavicur of 

B and of A, as in the Turing test or in Eridgeman•s 

opBrationalism.) second, the evolution of buitan .behaviour (i.e. 
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intElligence) can be traced through many grades of animal 

behaviour [Jerison,1973]. Consequently one migbt exfect that 

subsystems that had already beBn shown to duplicate aspects of 

animal bebavicur occurring earlier in the evcluticnary record 

could be used as building blocks in the const~uction cf SJ~tems 

that duplicate aepects of human behaviour. I~ fact, apart from 

a very fe~ studies reviewed later, there has b€en essentially no 

contact betweEn the two fields. In passing, let me descrite a 

traditional problem fer problem-solving sy~tems that do~s come 

frcs animal behaviour studies - the monkey and tananas prcblem. 

A hungry monkey is in a room with a bunch cf bananas banging 

from the ceiling and a box in the earner; how does the monkey 

get his food? This problem was solved by Kchler•s chimp3nzees 

(Kohler,1925]; typically the chimpanzee piled up three or four 

boxes in a marginally statle pile to get the bananas. 

Artificial Intelligence and neurcphysiclcgy have 3lso, 

pErbaFs surprisingly, almost no relationship at present. To 

Artificial Intelligence researchers, neurons are simply ancther 

way of implementing algorithms. Scme very early work en neural 

nets by [ Kleene,1956] and [Moore,1956], which ~as tased on the 

now outdated McCulloch-Pitts mod~l of the ~eurcn, branched off 

from Artificial Intelligence and developed into automata theory. 

More recent work by [Marr,1976] on vision is clearly relatEd to 

the known facts about the visual cortex, while scme aepects of 

the "Intrinsic Images" of (Barrow and Tenenbaum,1978] ace very 

similar to the stracture cf the columns in the visual ccrtex. 
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The neural net ide~ has teen develofed further by a Fhysiclcgist 

{Brindley,1969] and by mathematical tiologists, e.g. 

(Ermentrout and Cowan,1978]. Since human neuroFhysiologj has 

alsc evolved, the comments about evclution of behaviour in the 

preceeding paragraph can be taken over almost word for word, 

with neurophysiology substituted for behaviour thrcughcut. 

On a deeper level one might expect a rich twc-way 

relationship between Artificial Intelligence and neurophysiology 

or its very close cousin, neurobiology. Take the case of 

vision. If certain computations are found tote sufficient for 

vision, then the question facing neurophysiology is "Where and 

hew are these computations being carried out in the CNS?" 

Conversely, if tbe human visual system is found to ccmpute 

certain functions, the question facing Artificial Intelligence 

is "Why is the CNS computing these functions?" As another 

example, consider the phenomenon of habituaticn. Habituaticn is 

a gradual decrease in the amplitude or probability of a re~Eonse 

to repeated presentation of a particular stimulus. Habituation 

is ubiquitous in nature and is tbe simFlest type of learning. 

It has features in common with other kinds of learning and is 

sometimes ~ component cf more complex learning. Consequently, 

an understanding of the mechanisms of habituation could be used 

to build mechanisms for other types of learning. Its ticlcgical 

mechanisms are being slowly teased out by neurcbiclogists 

(Kandel,1978]. On the one hand, it is easy from the Artificial 

Intelligence viewpoint tc propose many methods of implementin~ 
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habituation; the ob verse o.f this is that in Artificial 

Intelligence one should prefer a l€arning mechanism which, ~t 

scme level of description, is consonant with the known facts of 

habituation. 

There is a strong relation between Artificial Intelligence 

and philosophy. This is net surFrising in view of the fact that 

Artificial Intelligence has to consider scme of the major 

traditional problems of philcsphy. In designing almost any 

Artificial Intelligence system commitments have to be made about 

the nature of knowledge, how knowledge is obtained, how it is 

represented and used, and the relaticn between kncwled9e ~nd 

action. The connection between philosophJ and Artificial 

Intelligence is considered by {Slcm~n,1978], tDennett,1S18a], 

(Burks,1978], and others. (McCarthy et al.,1978] have described 

a formalism for expressing "knowing that" and ased it to sclve 

two riddles involving kncwledge about knowledge. McCarthJ, in 

scme recent papers [McCartby,1977a,b,cJ, bas made inroads on 

philosophy by 3pproaching many traditicnal pbilosoFhical 

problems from the Artificial Intelligence viewfcint. In 

summary, it seems that vhereas the influence of philosophy is 

slight, the Artificial Intelligence viewpcint promises to h~ve 

an enormous influence on philosophy. 

1 have sketched the actual or fOtential interactions 

betlieen Arti.ficial Intelligence and linguistics, psychclogy, 

animal behaviour, the neurosciences, and philosophy. Thus does 

Artificial Intellig~nce tread its cwn well-defined path th~ough 
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the maze of modern science, with the potential fer enriching and 

being enriched by many other fields of the sciEntific endeavour. 

ll•1•1 Onder.standing the world is~ prer~guisite 1.Q doing 

mathematics 

An early dream of Artificial Intelligence researchers was 

to prove significant mathematical theorems. There was, it 

se,emed, a perfect tool jus·t waiting to be used: predicate 

calculus, a formal system which can express all of math~matics, 

and in which proofs proceed .by the mechanical applicaticn of 

deduction rules. Put the formal system in a computer, and let 

it run! The ensuing comhinatcrial explosion va~ uncontrcll3ble, 

and it is now clear that any direct use ot a formal system in 

the traditional manner of mathematical lcgic is dao~ed to 

failure. Moral - a new tool is useless until one has learnt how 

to use it. 

In retrospect# onE can say that it was quite unreasonable 

to expect such a scheme to succEed. Consider the words of 

Hilbert, who was personally responsible for several 

formalizations of mathematics (Hilbert,1927]: 

No more than any other science can mathematics be 
founded by logic alone; rather, as a condition for 
the use of logical inferences and the perfcrmance of 
logical operations, something must already be given 
to us in our faculty of representaticn, certain 
extralogical concrete objects that are intuitively 
present as immedi3te exferience p~icr to all 
thought. If logical inference is to he reliable, it 
must be possible tc survey these objects comfletely 
in all their pai:ts# and the fact tha·t they differ 
from one another, and that they fcllc~ each ether, 
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Clearly Hilbert had no illusions about th~ use of a formal 

system for discovering ma,tbematica l the ore 11s. My own i.nt ui tion 

is that the objects of one's thought - ~~ - which a .re being 

"surveyed" when proving a mathematical theorem, are essentially 

the same as the noeses involved in manipulating objects in the 

external world, or in making mundane plans fer acticn in the 

world. This is said by [Kleene,19~2, p.51, using a quote from 

Heyting]: 

"There remains for mathematics no other source than 
an intuition, which places its concepts and 
in.ferences before our eyes as immediately clear. 
This intuition is nothing other than the faculty of 
considering separately particular ccncepts and 
inferences which occur regularly in ordinary 
thinking. n 

Conseguently my guess is that no really significant achievements 

in mechanical theorem prcving are likely to cccur until we know 

how tc get machines to handle the real world. 

It is well known that there are problems with using a 

formal system to model mathematical truth. one possible 

approach might be to use two formal systems, each of which can 

refer to and hence approximate the other. In cne direction this 

leads to a ~econsideration of Minsky's "models cf mcdels" 

problem (Minsky*1969,p.426], in another direction to practical 

proposals for representation theory • . 

suggests how an approximating formal 

(McCarthy,1977a,p.5] 

system might be 
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constructed. 

11•1•~ j th~ory cf in te llige.!1.£.§ will .£2 prima r il~ ccncerne ~ with 

ce pre s?.ntations M the .!!Qrld 

As is already clear, any theory of intelliggnce will above 

all be concernea with representations. At a very gross lEvel, 

(McCarthy and Hayes,1969] classify representations of tne ~orld 

by t.heir adequacy. A representation is called ~Ehys i£allv 

jdeguat e if the world could have that form without contradicting 

the facts of the asfect cf reality that interest us. For 

instance, a guantum theorist could, in princifle, Iepresent it 

by a giant quantum mechanical wave equation. But such a 

representation cannot even exFress a practical fact such as 

"this book is red". A representation ii: ,;:!Fistemclogi~:i.lly 

~deguate if it can express all the practical facts about the 

world. First order logic - a formal syste~ - is a candidate 

epistemologically adequate representation. It can express 

propositional knowledge but fails on scme ether kinds of 

knowledge, such as notions of cause and ability. I 

representation is heuristically aaequate if it reprEsents tbe 

practical facts and can be used to ccmpute answers to ~~otlems. 

Only representations cf the world that are fctentially 

heuristically adequate are of direct interest to Artificial 

Intelligence, and hencefcrth I consider only these. 

The amount of search involved in solving a problem deFends 

critically on the representation of that problem. For example 

Il•Backg~ound Issues 



37 

[Amarel,1968) considered the Missionaries and Cannibals prcblem 

[Mf] and worked through several different representations. The 

most powerful representation could solve a considerably more 

general problem than the original problem, and the scluticn to 

tbe simplest M&C problem dropped out of it with almost no search 

at all. The question arises, how could a system be Frogrammed 

to find a new representation for a problem, in which the 

solution will be found with cnly a little search? This is what 

hapfens when one "sees" the solution to a prcblem. It could be 

said that this is merely moving the focus cf the search f~om 

finding a solution of the prcblem to finding a good 

representation of the problem. However, the advantage of a good 

representation is that it may be applicable to many ether 

problems. Moral develop as many different view~oints as 

possible. Humans have a remarkably good representaticn for the 

three-dimensional world surrounding us: the result cf an 

ecns-long evclutionary s€arcb. 

Any competent problem solver will have access to several 

representations for a problem. [Minsky,1975] cites the example 

of an auto-mechanic repairing a car, lllhC uses electrical, 

mechanical, and visual representations to solve a problem. We 

are also endowed, 

representations of the 

parts of the cortex 

the 

through evolution, 

outside world, witness 

with 

the 

sevez:al 

different 

devoted to visual, auditory, and tactile 

world. There is alsc psychological representations of 

evidence for these multiple representaticns. Fer instance, 
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[Pcsner,1972] presents evidence based en reaction time 

experiments for the existenc€ of distinct representations 

corresponding to different modalities. (Bower,1974] suggests 

that an infant is born with an wholistic, multimcdal cbject 

concept which in the course of development differentiates into 

many distinct representations. Pora problem solving system, 

the question is, what interactions should occur .between 

different representations? This is· largely a.n unex f lo red 

question. 

Minsky suggested that an intellig~nt system be or9ani2ed as 

a collection of interacting schemata2. A scheDa ccnsists of ~ 

bundle of "slots", one for ea~h member of a collection of 

closely relat€d features. In the absence of evidence to the 

contrary, the slots of a schema assume default values. A schema 

is also likened to a mini-theocy for a small part of the world. 

If one wishes to handle schema theory in first order logic, it 

might be worth pcinting oat that the relaticn between a ~ch~ma 

and its default valu~s is similar to the relation between a 

£ormal system and its standard model in logic, just as the 

intEgers a .re the standard model for any fcrmali2aticn of 

ari th me tic. 

In view of the reguir~ment of multiple re~resentations for 

2Minsky us~d 1 frame', but I prefer to follcw (Simcn,1977], who 
pointed out that •schema• is a more appropriate term, for two 
substantial reasons. First, the term has been ~idely ·used in 
the AI and psychological literature in the sense with which it 
was introduced by Bartlett in 1932; second, 'frame 1 alread1 has 
a wEll-defined technical meaning in the AI literature. 
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a problem solver, MinskJ's schema theory should perhafs be 

augmented by allowing every schema to have many different 

representations. This might be done as fcllcws. Bach small 

a~pect of the wccld may have distinct verbal, visual, auditory, 

tactile or olfactory schema. There are asscciations between 

vertal schema, between visual schema, etc.; ip additicn the 

vertal schema for one small aspect of the world may Evoke its 

visual schema, which may evoke its auditory schema, etc. 

To summarize this section: any functioning robot-conticller 

most use a heuristically adequate representation of the wotld, 

that is, a world model which reduces to a minimum the search 

time reguired to produce a plan or to solve ether frequently 

enccaotered problems. 

ll•J.j ! theory .Qi intellig9m ~ill ~£I.ibe .intelligent 

systems u many different levels 

A closely relatEd issue concerns hew ta ae~cribe a ccmflex 

infcrmation processing system. Marr and Poggio[ 1976] arguE that 

the information processing of a system such as the central 

nervoos system needs to b~ understood at four nearly independent 

levels cf description: 

(1) that at which the nature of a computaticn is expressed; 

(2) that at which the algorithms that implEment a computation 

are characterized; 

(3) that at which an algorithm is committed tc farticular 
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mechanisms; and 

(4) that at which the mechanisms are realized in hardware. 

In general, the natu.re of a computation is determined by the 

problem to be solved, tbe mechanisms that are used depend upon 

t.be available hardware, and the particular algorithms chosen 

depend upon both the nature of the ccm~utaticn and en the 

available mechanisms. 

For example, consider the Fourier transform. The thecry of 

the Fourier trans.form is well understood, and is expressed 

independently of the particular way in which it is computed. 

One level down, there are several algorithms fer i mflementing 

it. Fot instancE, the Fast Fourier Transform, which is a serial 

algorithm based upon the mechanisms cf the digital computer, and 

the algorithms of holography, which are parallel algorithms 

basEd on the mechanisms of laser optics, can toth be used to 

implement the Fourier transform. The meta point to b~ made 

about describing a complex system, is that ~hil~ the gory 

details of algorithms and mechanisms are of great importance, 

the essential thing is to understand the nature of the 

ccmrotation enforced by the problem that is being solved. 

+ + 

To summarize this section, I have: 

• briefly outlined Artificial Intelligence by examining it from 
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several Kuhnian viewfoints; 

• argued that it is necessary to k.now how to understand tbe 

world before one can hope to knew hew to do more 

Eophisticated tasks such as mathematics; 

• pointed out that any theory of intelligence must be primarily 

concerned with representations 0£ the world, and secondaxily 

will describe any intelligent system in many different ways • 

. ll.•2 Simulating ,2 robot is ~ ,Eromising $.E.EI~ to Artif.iciaJ: 

Intelligence 

A let of work in Artificial Intelligence is devotad to 

problems which people find intellectually challenging, that is* 

problems which require extensive use of one's conscious 

rea~cning abilities. Thus almost by definition they are 

problems that people are not in general goca at. But there are 

many problems that peoFle solve easily and unconsciously every 

day - and therefore solvE well - and it is the frinciples lying 

behind the solution of these "easy" problems which are of most 

fundamental int~rest to any budding theory of intelligence. So 

one has the somewhat paradoxical conclusion that only those 

problems that are intellectually J!.!!interesting to cne 's 

conscious awareness are cf fundamental interest to Artificial 

Intelligence. But therein lies tbe greatest hcpe fer optimism, 

for then it is much easier tote objective about the sutject 
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matt€t and not be led astray by intuitive ideas about the 

functioning of one's own consciousness, a devilishly fallible 

soutce of guidance. After all, the greatest scientific p~ogress 

has occurred in the "hard" sciences, wher~ it is ver.y easy 'to be 

objective about the subject matter. Vision and 

speech-understanding are examples of "uninteresting" problems 

which are now major subfields of ~rtificial Intelligence. 

Since the whole human mind is such an impressive and 

unfathomable a phenomencn, most work in Artificia1 Intelligence 

has been devoted to scme small aspect of it. But it is quite 

likely that there are b~sic princifles of intelligence invclved 

in hew the various aspects, e.g. perception~ memory, planning, 

action, or Epeech, are woven together. Further, these might 

reasonably be expected to appear in simpler crganisms in simfler 

form. Thus the complete simulation of some very simple organism 

vould be a worthvhile study in Artificial Intelligence, for 

instance, a simulation of a starfish, or crayfish, or turtle. 

However there is a problem here, in that even though a great 

deal is known about many aspects of many different crganisms, 

nc-one has put together all the information about one single 

organism. It should be addE a that there are simple creatures, 

most notably Aglysia, or sea hare, which havE been extensively 

investigated by neurobiologists [Kandel,1976] and would 

therefore be good candidates for tbe first seticus simulation of 

a complete living creature. The other suggesticn is to invent 

scme simpler wo~ld and organism and work out all the details of 
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the organism-controlling program. Toda[ 1962] carried this out 

from the psychologist 1 s point cf view, and more recently 

Dennett[1978J suggested this in the context cf a philos,hical 

critique of Artificial Intelligenca. This is the path I have 
' 

follo~ed, with emphasis not so much en problems cf central but 

rather on problems of spatial representation. 

This approach involves methodclogical Frcblems. One bas to 

make many arbitrary decisions in constructing both the 

simulation and the organism-controlling Frogram. In the 

simulation, the iorld and the robot should on the one hand 

satisfy some criteria o·f "natu.ralness" or "animal-like- ness", 

and on the other hand be computationally feasible tc simulate 

and cheap enough that extensive experimentaticn can be done to 

cbse rve the performance of 

organism-controlling programs. 

the 

The 

bug using various 

design of the 

organism-controlling program should on the one hand reflect 

ideas derived from observation of actual creatures, from the 

analysis provided by psychclogy, as far as it goes, ftom studies 

in animal behaviour, and from intuition based on one's own 

introspection, while on the ether hand it cannot avoid being 

ccnstrained by the material being used to construct it, namely 

the architecture of the machine in which the program runs, and 

by tbe concern that it# too, sboulo be computaticnally feafibl~ 

to run .. In fact the most one can do is to settlE upon scme 

arbitrary aesign for the robot world based en some unstated 

criteria of "naturalness" and proceed with the design cf the 
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controlling Frogram. 

And when that is designed and built, hov is it to be 

judged? Again, given an arbitrarily designi:!d simulated robot 

wcrld this is, strictly, an impossible task since there is 

nothing to compare it with. one bas to rely on intuitive 

notions of "naturalness", "interest", or "elegance". This 

position would be improved if two er mere different designs for 

the organism-controlling program vere built, for then at least 

an inter-design comparison could be made. Or even :better if the 

simulated robot world could te seriously compared with an ¾Ctual 

organism in its natural ~nvironment, as proposed above, £or then 

the performance of the ccntrcller could te ccmpar€d with the 

behaviour of a r~al organism. 

And finally, 

uncovered in the 

even if some interesting principles are 

course of building a whole series o.f 

controlling programs fer various simulated rcbot wcrlds, there 

is always the possibility that a qualitative discontinuity 

principle is at work which would s~y roughly that the simul3ted 

robot worlds used acB so much simpler than the whole 

human/environment system that no interesting principl~ true at 

the level of comflexity of the simulatQd robot worlds is going 

to carry over to the highly ccmplex human/envitonment system. 

In conclusion, the road to knowledge via robot simul3tion 

studies is strewn with methodological potholes; tut the route is 

obvious and promises to lead to new vistas! 
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My research is, in part, a reaction against the usual AI 

apprcach to the design of planning and problem-solving s1stems. 

This approach is so widespread that it may justifiably be called 

a tradition. Extending the terminology cf [Slcman,1971], we 

call it the irege.i!J! tradition. The series of progiams LT 

{ Newell, Sh'3.w, & Simcn,1957] GPS [Newell & Simon, 1963] -

BLOCKS [Winograd, 1972] - STRIPS [ Fikes, Hart, 6 Nilsscn,1972 J 

HACKEB [Sussman,1975] - NOAH [Sacerdoti,1977] - EL [Stallman & 

sussman,1977] DESI {McDer.mott,1978] T.MS {Dcyle,1S78] 

epitomizes this tr3.dition. one•s everyday behavior:r is 

intimately related to one's ongoing perception and actions, yet 

these systems say nothing about perception and only very little 

about actionr i.e. executing a plan. ThE purpose of this 

section is to amplify and justify this ccmflaint, suggest a 

remedy, and show why, temporarily, I shun this traditicn. 

ll.3.J All exegesis Q! ~ ll planning and prcbl.2-£.Qjving 

systems 

LT, the Jogic !heorist, was given the task cf proving the 

first 52 theorems in the Principia Mathematica of Wbitetead & 

Bussell. All these are tbeorems in the sentential calculus. To 

gene.rate subproblems it used substitutions, detachment, and 
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forward and backward chaining, and to reduce the search space 

size it used matching and similarity tests. It proved 38 of the 

52 theorems and failed on 1q. ~ost 0£ these failures were due 

tc time and space limitations. 

LT is, historically, very important in Al. Tbe techniques 

introduced in LT are widely used in U and ·are incorporated into 

mcst modern AI programming languages. Its importance lies, 

however, not so much in the techniques invented by Ne'iell, Shaw, 

and Simon, these are undeniably im~ortant technical 

contributions - but rather in the type of protlea attempted, and 

in the type cf solution which was .found accepta.l:le. In Kahnian 

terms, Newell, Shaw, and Simon established a paradigm which ~as 

fellowed by mainstream AI for the greater part of a dEcade, and 

which still casts a significant shadow in the current AI scene. 

The following year (McCarthy,1958] puhlisled a prcposal for 

an Advice Taker Frogra11. This program 11as to be atle to reason 

ver.tally and be able to accept advice. To illustrate its 

functioning he considered the everyday type problea of 

constructing a plan to get from the desk in one 1 s home to the 

airport. The basic idea was that for a program to be capable of 

learning scmething it must first be capa.ble cf .b--eing told it. 

That may seem like a respectable basis, but tberE are reascns to 

beljeve it is not quite the right way to develop an intelligent 

system. one often becomes very ccmpetent at scme skill without 

being able to express it in words or being able to accept 1er.bal 

advice a.bout it. Verbal expression of a skill comes after, not 
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b€fore, the acquisition cf competence at the skill. To give a 

very per!':onal example, I have two daughters aged 6 and 8 who can 

new ski proficiently yet they have been told, vertally, 

nothing al::out technique; their only instruction has consisted of 

having their hands held fo.r several hours an beginners 1 sl-01.=es. 

~he Advice Taker proposal influenced several later 

programs. The progr3.m of [Black,196LJ], the program QAJ of 

l Green, 1969], the lUCBOl:tANNEli language of ( Sossma.n, Wi.nog rad, & 

CharniaJc,1971], and STRIPS al1 leaned heavily on the Advice 

Taker. Indeed tlle functioni.ng of aICROJ?I.ANNl:Ii closely fellows 

the outline on pp.406-409 of [accarthy,1958]. 

GPS, another landmark in Artificial Intelligence [ Newell 

and Simon,1963], is a program whose design goal was to simulate 

human thought. It handled a variety of intellectual tasks, such 

as the missionaries and cannibals task, ~cme integration 

p~oblems, proving theorems in the first-crder predicate 

calculus, and the monkey ana bananas problem. GPS deals vith a 

task environment consisting of obj~ which cat be transformed 

by various 2J2erators; it detects differ~§ between cbjects; 

and it organi.zes the information about the task environment into 

goaJ~- Each goal is a collection of information that defines 

what constitutes goal attainment, makes available the various 

kinds of information relevant to attaining the goal, and rElates 

the inrormation to other goals. There are three types of gcals: 
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Basically, GPS achieved a goal by using a means-ends heuristic 

to recursively set up subgoals whose attain~ent would lead to 

the attaiDment of the initial goal. 

Meanwhile there was another line cf wci:k emanating f'rom 

studies in mathematical logic. The ccntritutions from 

[Gilmcre1 1960], [Prawit2,1960], [Davis,1963], and others, all 

aimed to mechanize mathematics. This effort was consolidated by 

the ,!ilOl uti.Q!! principli of f Bohinson, 1965 J. 

At its simplest, in propositional logic, the resolution 

principle says that frcm the tvo clauses Ave and ~Ave one may 

deduce Eve. Eve is callEd the £llolvent of AvE and ~Ave. The 

full resolution principle may be succintly described in terms 0£ 

this exam~le as follows. Generalize it by alloving extra 

disjunction and predicate symhcls and lift it to th~ first crder 

predicate calculus, so that free variables may appeax as 

arguments of the symbols A, B, c, •••. Introduce a matching 

algorithm - known as unification - to compute substituticns .for 

variables sach that the arguments of A in the first clause 

beccme identical with the arguments of A in the second clause, 

if this is possible at all. The resulting rule of deducticn is 

the resolution principle, and can be proved to £e complete for 

the first order predicate calculus - that is, any provable well 

formed formula (~ff} can he deduced by sufficiently many 
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applicaticns of the rescluticn principle. 

The resolution p·rinciple thus reduces mechanical 

theorem-proving to one rule of inference which sut:sumes, bJ t.he 

mathematically el~gant unification algorithm, the substitutions, 

matching, and similarity tests of LT. However, there remains 

considerable choice in deciding vhat pair of clauses and what 

p~ir of predicate symbcls ~echnica1ly, literals) to resolve 

toget,her. The question of search strategy 1ilas studied by 

( Kowalski, 1969 ]. He derived search strategies fat: t:esolution 

that generalized the A* algorithm of (Hart, Nilsson, & 

Baphael, 1968], and stated conditions under which these 

strategies were admissible and optimal. However, bis strategies 

are independent of the semantics of the clauses and literals 

under consideration, and consequently the sEarch space is not 

significantly reduced despite the mathematical e1egance of the 

strategies. Hopes of being able tc control the size of tbe 

search s~ace rose when the frogramming languages MICEOPLANNER, 

CONNIVEB, and QA4 appeared. In these, it is possible to 

recommend that, in trying to _prove a wff cf a certain t_ype,, 

other facts of certain restricted type should be tried first. 

ao~ever this facility does not, in general, sufficiently reduce 

the search. {Reiter,1972] proposEd the use of models in theorem 

prover to help control the search, basing his approach en the 

geGmetr:y theorem proving machine of [Gel~rnter, 1959 ]. His 

proposal was to pres€nt to the theorem trcver a model cf the 

axicmatic system involved. In addition he ftcposed a set of 
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proce au·res fer extracting information about the mode 1 11hen 

required by the theorem prover, and a flexible, general, 

interface between such a semantic subsystem and the fU~ely 

syn tactic logical system. so far, this has not led to any 

staz:tling breakthrough. There still seems to be no generally 

accepted way of using sEmantics to control the sizE of tbe 

search space in a theorem Frover. In summary, the resolution 

principle may be somewhat negatively charact€rized as elegantly 

expcsing the ccmhinatorial Explosion which l:eems to be inherent 

in any straight-forward attempt to do mechanical mathematics 

tasEd on Fr~gean formalists. 

The fr~ problem arises whenever a theorem prover is used 

to reason about actions. This was first done by [Green,1969] in 

the QAJ program, a resolution theorem prover. Suppose you have 

a system of axioms that describes a situation in the world - a 

world model - and perhaps have deduced scme facts about this 

situation. For example, if A, B, and Care blocks, two axioms 

might be (ON A B) and (CN B C), and an obvious deduction is 

(ABOVE A C). If the effect of an action is modelled l:y clianging 

the system of ~xioms then after the action one cannot he sure, 

formally, which of the previous deductions are still true and 

which are now false. one seems to need a xi ems ~aying that 

certain facts remain unchanged when the effects of an acticn are 

modelled. This is exactly what Green did. Every predicate bad 

an extra argument position for a state-varia.ble - a situati.Ql!al 

llueJl! in the terminology of [ McCarthy & Hayes, 1969 J vtich 
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assumed a new value whenever an action was e~ecuted in the ~orld 

model. An action was modelled by at least two axioms.. One 

axicm described the direct effects of a.n action and the cthets 

said, lccsely, that thcs-e axicms describing attri.butes of 

objects of the world model that are not directly affected by the 

action, are still true after the action. However, between the 

multiplicity of axioms describing the world model, the axioms 

describing both the effects and non-effects cf each action, and 

the inherent inefficiencies of a resolution theorem prover, QA3 

was cnly able to handle t.he simplest of Froblems. In any hut 

the wost trivial tasks, it would be quickly overccme ty the 

combinatorial exI;losion. 

Le·t us call 1'!1ICR0FI.ANN:EB,. CONNIVER, and CA4 the Eroc~dura.l 

languages. They repres,e.nt an advance over QA3 as follows. They 

do not use state variables. In CONNIVER and QA4 each collection 

of axioms that describes a particular situaticn in the world is 

~aintain€d as a conten, and whenever the effects of an ~ction 

a re modelled, a new con text is sprouted fi:o m the old. So far, 

the only devices used for modelling the effEcts of an action -

in ether wcrds, fer sprouting a new context ha·ve .been the 

addition and deletion of facts (axioms) frcm a cont-eit, e~en 

though mere powerful methods are available in the Frocedural 

languagEs. 

STBIPS [Fikes and Nilsson,1971] can be described as the 

successful marriage of GJ?S and the theorem p:oving approach. 

1he problem space consists of an initial world model, a set of 
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ope:catox:s which affect the world model, and a goal statement. 

STBIPS attempts ta find a sEquence of Of€ratcrs which will 

transform the initial world model into a model in which thE goal 

statement is true. A world model is represented a.s a set cf 

wffs in the first-order predicate calculus. In the robot 

problems to which STlllPS was initially applied, an operator 

ccrresfonds to an action routine whose execution causes changes 

in the surrounding real world. An operator consists cf a 

precondition wff, which must be satisf.ied in a wor:.ld model for 

the operator to be applicable, and a function which describes 

how the world model is to be changed wh_en the op-eratcr is 

applied. This function is specified by two lists, thE add li5t 

and the delete list. The ~ffect of applying an apflicable 

operator to a given world model is to delete fiom the model all 

those clauses specified :ty the delete list and to add all tho.se 

claUS€S specified by the add list. 

STBIPS begins by applying a resolution theorem irovec to 

attempt to prove that the gcal wff GO follows from the initial 

vorld model MO. If the proof succeeds then GO is trivially true 

in the inital world model. Otherwise the unccmfleted procf is 

taken to bP. the "difference" between MO and GO. Next, operators 

that might be relevant to "reducing" this difference are scught. 

These are the operators whose effects en world models k'ould 

allcw the proof to continue. !be precondition wffs of the 

relevant operators are then taken to be nei subgoals, and SlRIPS 

is applied recursively tc these. ~ search strategy is used to 
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control the order in which relevant operators arE applied. 

STBIPS terminates when a sequence of operators has te€n found 

which transforms MO into a world model i:u which GO is true. 

STRIPS was late·r extended by storing gene.talized plans in a 

triangle table format [Fikes,Hart,Nilsson,1572]. ~his was used 

in two ways: to allow similar problems to be solved without 

re-flanning, and to assist in monitoring the progress cf the 

rcbot in the course of ~XEcuting the plan. 

An interesting question arises concerning the abilities of 

STBIPS. There are problems S~BIPS can solve and there are very 

similar problems S'TBIPS cannot solve; at the same ti.me STlU.PS 

has a perspicuous structure. This naturally suggests the 

question: is there an interesting and useful way to characterize 

these prcblems - world mcdel plus goal wff - actually solvable 

b_y STBIPS'? 

BACKER [Sussman,1975] is also concerned with producing 

plans but works by a process of debugging almost eight plans, or 

skill acgoisition. HACKEB is endowed with several databases of 

assErtions. One contains all tbe ELOCKS world knowledge 

required in the course of solving a BLOCKS type problem, ihile 

others contain in.formation about programming techniques, types 

of bugs, types of patches for bugs, and techniques for 

summarizing bugs. HACK!B starts with a dumb initial trial 
" 

procedure fo:r the task. The trial proced ere e .xecutes, and if it 

£ails a "process modelu of the state of the ccmputation at the 

point cf failure is construct€d. HACKER then examines this to 
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discover why the procedure failed. That is tc say, HACKEB 

attEapts to clasEify the hug into one of sevEral kncwn types. 

If the attempt is successful then HACKEB•s tuilt-in knowledge 

about bug-types is used to propose a modification to the trial 

procedure. The pi:acess of "trial and patch bug" is then 

repeated, iteratively, until a satisfactoi:y procedure is 

obtained. If an attempt to classify a bug fails, then HACKBR 

basically re~igns. Othecvise, Bl\CKEB ends with a fully debugged 

procedu.re that can successfully sclve any cf a cei:tain general 

class of clocks ~orld tasks. Loosely speaking, BACKEB cOmfi1es 

a procedure from a database of all the necessary facts and 

advice. 

The important contribution of HACKER vaE not its planning 

ability - it wasn't good - nor even its learning ability - which 

was of a distinctly new type but tbe technical idea of 

retaining the reasons why a certain action was Ferformed or ~hy 

a new piece of code was added to a procedure. This i~ the idea 

underlying the dependency-directed back-tracking of the system 

EL of [ Stallman & Sussman, 1S77 ], and was developed further in 

the 7MS system of [Doyle,1978]. 

Neither STRIPS nor HACKER could obtain the optimal solution 

to the :fellowing problem in t.he BLOCKS world. There is a 

tabletop and three blocks A, B, c. A and E rest on the table 

and C lies on A. The goal is to build a tower A on Eon c, iith 

C on the table. These systems fail becaus€ the goal is stated 

as (AND (ON A B} (ON B C)), and bo+.h STBIPS and HACKEB proceed 
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xo attack each subgcal independently. Achieving either of the 

CN subgoals interferes with achieving the other. If JOU first 

put A on E, you can't put Don C; if you first put Bon C (which 

is en A), ycu can•t pnt A en B. This is an exampl€ of 

in te r~c ting .§..!! bgo als. 

[ Sacerdoti, 1975 ], [ Tat.e, 1975 J# and [ Warren, 1975 J all wrote 

systems to handle such problems; I will briefly sketch NOAH, 

Sacerdoti•s system. NOAH builds a network of goals and 

su.bgoals, rep.resented as a procedural network. The subgoals 

required to achieve a gc:al a r-e stored in a partial order; a 

temporal order is impcsed only Nhen necess~ry to resolve a 

conflict cetween brother su.bgoals. NOAH constructs a pla:z: to 

achi-eve a goal in a layered fashion by expanding one subgoal at 

a time, keeping a care£ul watch foe possible interactions, until 

primitive actions are reached. In this vay a .fully detailed 

plan is constructed b€fore execution begins; errors a.re handled 

by re-planning to achieve the failed subgoal and patching the 

n~w Elan into the original prccedural net. Tc summarize: NOAH 

is a very elegant system which represents a current peak in the 

technology of planning systems for a BLOCKS type world. 

ll•l•l Criticisms Qi t.he Fregean traditl.2.!! in Fl~nning and 

.E.!.£b lem-sc-1 vi n_q 

The AI tradition, based upon Fregean formalisms, can be 

criticised on two levels: cne is fUrely technical, thE other is 

pbilcsopbical. On the technical level there are at least tbree 
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critic isms. First, there is the difficulty encountered in 

reasc:ning abcut actions. This is the f rame ,Erotlem, desc.ribed 

previously. Second, there is the difficulty encountered in 

handling a continual inccming stream of possibly contradictory 

facts, an ability required o.f an_y organism that receivEs sensory 

input frcm a changing outside world. This might well be termed 

the acccmmodation Qroblem: how to accommodate a database of 

axioms to an incoming stream of evidence a..bout the perpetua.lly 

changing outside world. Third, there is nc known semantics for 

a changing database of axioms Tarski-Kripke semantics only 

apply to static axicm systems. tn addition, if one is 

interested in .reasoning about the natural numcers which is 

presumably tbe case if cne is t~ying to autcmate mathematics 

it would be WEll to recall the well-known fact that nc Fregean 

formal system can fully capture the conceFt of tbe nattral 

numbers. Lastly, there are many difficulties encountered in 

trying to reason about causes, abilities, and knowledge about 

knowledge in a Fregean fcrialism. 

On a more philosophical level, the act of writing down a 

Fregean formula implies an attempt to capture a timeless, 

actionless aspect of the wcrld; yet in AI one is a.bove all 

concerned with action and change. It's as though the 

"dimension" cf a Fregean formula is of the ~rcng tJFe for the 

problem being tackled - just as in physics, dimensicn theory 

demands that the dimensicn tyfe of a formula match the dimension 

type of the pbencmenon described by the formula. 
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At this point I mus·t call a halt. A continuaticn of this 

line of argument leads to deeper waters 3 than I care to enter at 

this point, and. to do it justice, would take far mote space and 

time than can be afforded in this thesis. 

In developing a robot-controlle~ one is, primarily, 

ccncerned with reasoning about actions and ~ith ccntinually 

acccmmodating the world model tc the sensory input stream of 

evidence; secondarily one desires computationally efficient, or 

at least tractable, -algorithms for carrying out these processes. 

Throughout the exegesis I pointed out that, in effect, the 

comtinatcrial exflosicn bas net been brought under control. For 

scme special proof procedures, [Cook 6 Bec.kow, 197 4 J and 

l Tseitin, 1968] have given this a more Frecise statemenL 

Without introducing any special terminology, their res alt 

theorem 10 in [Cook 6 Beckow,1974] 

f cl lo1is: 

can be re-stated as 

For infinitely many n, there exists a theorem with n 

clauses for which the number cf steps in its shoitest 

proof is at least exponential in (log(n) sguared). 

Thus one may conclude that the evidence, sc far 1 from studiEs of 

ccmFlexi ty suggests that the ccmfutational requirements of 

aBecause it leads to the conclusicn that thE metaphysics of 
Platonism, as found in the philosophical tradition which starts 
with Plate ana continues with Descartes, Kant, Frege, Russell, 
and modern analytic philosophers. is suspect. A new mEtaphJsics 
can be tased on the notion of "process" as in WhitehEad's 
~~ .s~ cealit1. This is part of another great tradition, 
largely ignored by modern philoscphers, which can he traced from 
Aristotle through medieval philosophers to Bergson, Whitehead, 
Husserl, and others. 
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resolution theorem-proving are of an intracta.l::le natui:e. 

There is, however, 3D impcrtant open problem here. As 

already m~ntioned, [Kowalski,1969] derived heuristic se3rch 

algorithms for theorem-proving that vere generalizaticns of A*. 

But [Martelli,1977] analyzed the worst case behaviour of A*, 

found it was 2**n, and repl3.ced A* by a n-ev algorithm B whose 

worst case behaviour was n**2, a significant improvement. Tbe 

obvious open 1. <='" -· can aartelli 1 s analysis and 

improvement of A* be carried over to 

algci:ithms? 

Kowalski's search 

In conclusion, I hope that the knowledgeatle reader has 

scme notion of why I fe~l that the Fregean tradition in AI 

planning and problem-solving systems is, perhaps, on the wrcng 

tracks, and consequently can understand why, in iy research, I 

have chcsEn tc take ancther approach. 

ll-~ j survey Q~ closel~ related topics 

The purpose of this section is to frovid€ a fairly 

com~~ebensive survey of closely relat~d wcrk, and a brief 

descripticn cf two relat~a 

behavioural theories. 

topics, namely imagery and 

I start with the literature on analyses and simulations of 

organisms. There are many such studies, all me.re or less 

independent, and each with its own particular orientation. I 

have tried to classify them according to their emphasis, bet no 
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mutual! y exclusive classification seems possi l:le. The beadings 

I have chcsen are: 

• functioning robot simulations; 

• analyses of simple organis~s, without simula~icn; 

■ studies bas~d on animal behaviour; 

■ applications of decision theory; 

• cognitive maFE• 

The inclusion of cognitive maps here may sEEm a little cut of 

place, but a moment• s ccnsiderati c n, o.f the fact that all such 

studies are concerned with how an animal c:c ma.n finds its way 

around its environment, Ehows that it is quite appropriate. 

I then proceed to tbe literature on SFatial rep~esentation 

and reascning. This falls easilJ into two classifications: 

• spatial planners conceived ¾S Fotential teals for architects 

and others; 

• systems for simulating the motion of rigid bodies. 

There is, in addition, cne published system for path-finding 

{Thcmson,1977], which I do not include here since it is more 

appropri3tely ccvered in my section V.1 on path-finding. 

Similarly I do not review th-e lite.rature on the skeleton here 

since that is done in section v.1. 

!l•]•J jrevioas robot simulations 

[Nilsson & Raphael,1967] simulated a robot and its 

envircnment in order to study the key problems in designing and 
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cent-rolling a robot • . · Their later design of Shakey, the SHI 

robot, was based on this preliminary e Xf.lora·tion. '? heir 

simulated robot resides on an arcitrarily large cbecke-rtoard 

containing both movable and non movable objects. The ro.bct can 

move forward, turn rigit or left, and sense when it "bumps into" 

an object. It stores information about tte location and 

properties of objects in its envircnment and uses its sensory 

inputs to establish, correct, or update this information. The 

robot can make specified changes tc its environment by pushing 

the appropriate movable objects. 

The design of the simulated system contained several 

important basic features that any real robct in a much ric.her 

environment would need. These include the -rcbot•s model of its 

envircnment, a problem-specification langu2ge fer communic3ting 

with the robot, a heuristic problem-solving 1:::.rog.ram, and a robot 

executive prcgram for overall central. !hE tasks consisted of 

"goto" and "pnshto" problems. Plans to solve these tasks were 

constructed by using Moore 1 s maze-solving algorithm on the array 

of locations. 

immediately 

.11cde l. 

The robot could sense the contents of the sguare 

in front of it, and use this to correct the vcrld 

Of the publish~d studies that I knew of, theirs i~ th~ 

closest to mine in terms of overall aims and design. However, 

my simulated world, 

:rob ct-controller are 

Utak's sensory eguiFment, 

all more sophisticated 

and Utak's 

than the 

ccrxesponding pa~ts cf their s1ste ■• 
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Eecker and Merri~m ([Becker,1972], (Becker & Merriam,1973], 

( Me rr:iam, 1975 ]) simulated a robot cart in a tvo dimensional 

world which used a sophisticated eye with a fovea to pick up 

information about its surroundings. Initially a city street 

environment was used but subsequent1y a "Martian" landscape was 

used. This eye could either gather ccarse information from a 

large area or could "200m" down and obtain detailed infcxmation 

from a small area, and could change its fecal point. Thus the 

eye could be used for two conflicting tasks: keeping a lockout 

for new objects, and focussing down on one cbject tc get more 

detailed information. This conflict was resolved by the 

eye-ccntrolli.ng program which took into account such factors as 

drive# salience cf an object, progress~ effort ••• , and which 

produced a natural-looking · scan path when lee king at a street 

scene. The design a f the eye-controlling p.rog .tam was 

unfcrtunately not specified. The eye could also track a fixed 

object when the robot moved. The later simulaticn of the 

envircnment took into acount the finite Ei2e of th~ robot 
, 

chassis and simulated the visual occlusion of, for instance, 

~artian hills by Martian mountains. A long term memory was used 

which stored no spatial information. 

'!heirs is a more sophisticated simula ticn of the world and 

a different eye, but no design of ·the robot executi v,e, or refo:rt 

of the simulated robot eiecuting a goto or pushto task, apFEars 

to have been published. 
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ll-~-1 l~ ~nalyses Qt simple Q£9 nism s 

Each of these a~alyses approach th€ tehavicur of an 

organism frcm a distinct Feint of view. Simon's paper is a game 

theoretic analysis of the survival of an organism in an 

environment in which be derives one equation relating organism 

to environment; Toda's paper is in the same vein but uses 

decision theory; while BEcker is ccncerned with the st%ucture of 

a repres~ntation for external events a~d how this structure 

shculd develof over time. 

r Simon, 1956] considered a simfli.fied orgat1ism with circular 

vision, with a single need - food - and only three kinds of 

activity: resting, exflcration, and obtaining food. It has to 

survive on a plane with isolated point sourc~s of food. He 

derived an equation shoving how the chances cf survival cf the 

organism depended en fcur parameters, t~o describ~ng the 

environment and two describing the organism, assuming the 

organism tEhaved in the c.bvious "rational" -wa:y. Thus he found 

that an organism in its natural environment requires only very 

simfle perceptual and cboic~ mEchanisms to satisfy its se1eral 

needs and to assure a high probability cf its survival over 

extended periods of time. He also showed hew multiple goals 

cculd be satisfied with a very simple choice mechanism. This 

analysis vas achieved without the use of utility functions as in 

decision theory. Simon•s analysis cast sexious doubts upcn the 

usefulness of then current eccnomic and statistical theories of 

rational behaviour as tas~s for explaining the characteristics 
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( i\ nd frcm this 

As a device to unify the various ways in which psychclogy 

vielis man (perception, lea.c.ning, motivaticn, emotic .n, ••• ) , 

[~oda 1 1962] studied the design cf a solitary robot on a distant 

planet. The robot's job is to collect uranium randomly 

distributed on the surface, and tbe robot attains energy frora 

eating a certain fungus that grows at randcm locations on the 

surface. The bodily design, perceiving Frogram, and choice 

program were all considered. The choice Frogram has to choose 

what direction to travel in at each moment. Extending Simon's 

approach, a decision-theoretic analysis tased en maximi2ing· the 

amount cf uranium collected is given and a choice strategy 

specified. The effect of obstacles on the choice strategj and 

how various approximations could reduce the ccmputational effort 

required are also considered. The robot uses no stcred 

reprEsentaticn of the environment. 

[Eecker#1973] analyzed a simple robot world in what I call 

"Eaconian" terms. The rot-0t observes events a.s they happen and 

then tries to induce, in true Baconian style, representations to 

predict such events in the future. {l'!y system may be said to 

function in "Pcpperian" style.) He proposEd a representation 

and a system of processes by which the robot could store and 

manipulate the experie.nce it gai.ne d throogh interacting with its 

€nvircnment. The world consists of a smooth shelf on which 

coloured blocks may be placed and manipulated, a simfle movable 
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square eye with 9 square retinal fields, and a hand that ai:i;:ears 

in the eye as a 1X1 red square. The world cteis the la~s of 

physics. A. his·tory is kept cf motor ccmmands and of query 

commands with their sensory answe:rs. Frcm this hist c,rical 

reccrd the robct tries to induce a semantic-net-like 

representation, which it uses to predict the outcome of future 

actions. 

Eecker's approach is based on one simple idea: that if a 

followed A in the past, an organism should remember that fact, 

so that the organism can expect B to follow A in the future. 

Becker's approach is very interesting not because it succEeds, 

but because it clea~ly illustrates the difficulties associated 

with a Eaconian approach. These appear eight at the start of 

his analysis. First, given the continual stream of kernels 

(motor commands and sensory input), there is the F rc.ble11 of 

deciding which kernels are significant. If this dEcision is 

attempted at too low a level cf representaticn, as, I claim, 

Beeker does, it ends up tein g based en quite arbi teary cri tE t ia. 

(Just as a hJFothetical Baconian scientist could make a million 

observations in a sit nation, but since that is not feasible, 

must decide somehow which ones are of interest.) SEccnd, 

surfosing a significant kernel has been chosen, there is the 

problem of deciding how many nearby kernels may have a causal 

relation to the chosen one and should the~efore be stored as 

pa-ct of t.his •event'. What if tvo causally t:elated kernels are 

separated by large periods of time, as might occur in otject 
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occlusion problems? Becker has no satisfactcry solution to this 

problem, which might be termed a •windowing' froblem. Third, 

several numerical scales are introduced and mariFulated on an ad 

hoc tasis to provide measures cf criticality, confidence, cost 

etc., which are used to enable cules (derived from events) to be 

generalized, or differentiated into distinct subrules. These 

apparently arbitrary numerical scales are a very unsatisfactory 

feattJre. In sum, a very interesting p.ropc~al, but mainly for 

its faults and net for its successes. 

ll•.E•d Simulaticns based ~.!! animal behaviour 

[Ludlow,1976] describes a model animal which was designed 

to simulate aphid behaviour. This model is orly ccncerned ijith 

altetnaticns between several different tyFeS cf behaviour, 

e,. g. walking, feeding, probing, flying, wing spreading. The 

model is based on the concepts of centre~, drives, and 

reciprocal inhibiticn between centres. For Each activity there 

is a separate centre. The centres inhibit each other. When a 

particular centre is active the inhibiticn from it is 

sufficiently strong to suppress an equally stimulated rival; but 

the csntre fatigues. In such a system only one centre is active 

at a time (although it is fcssible fer several centres tc be 

active concurrently, such a configuration is unstable). Th9 

system exhibits hysteresis: once an activity is started it will 

persist for a period even when the drive level necessar1 to 
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elicit the activity has been reduced by the performance. This 

11culd seem to be a necessary feature of any crgaoism which can 

e.xecute 11any different .behaviours, ta prevent thrashing. !his 

approach might usefully be incorporated in an AI system 

ccn trolling several dif.fErent behaviours. 

l Friedman, 1967] analyzes and e:i::tends the Lorenz - Tinbergen 

theory of instinctive animai behaviour by addiDg "Selecticn of 

lieleaser Mechanisms" to tbe executive contrcl hierarchy. The 

computer simulation of a small animal (ADROIT) that mov~s in a 

plane with a small number of circular obstacles was programm€d, 

with a control progcam designed along tbe lines of the 

afore-mentioned theory. ADBOIT avoids obstacles when en route 

to a goal by reading the angles and ranges to the edges of 

cylinders. The structurE of the "Behavioural Unit" to cartJ out 

a "go to" command was exhibited. No representation of the world 

was involved. 

(Arhib & Lieblich,1977] are ccncerned to bridge the gap 

between human memory studies 3nd the psychological literature on 

animal learning and conditioning. The majo.c .ceason foe thE huge 

resEarch effort on animal behaviour has been the Thorndike -

Pavlov - Eitterman theory that tbe underlying precesses of 

learning are the saue in all aDimals, including man 

(Eitterman,1575]; consequently this is an imfcrtant direction of 

research. They propose a theory of how an organism ccufles its 

memory structure to its Sfecific action routines so that it may 

operate in its spatial environment in an intelligent manner. 
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TheJ adopt a ~orld model in the form of a graph ~ith nodes 

containing dri v-e-rela ted i.nf orma tion and edges contai.ning 

se.nsorimotor features. The theory speci.fies the gene.ta! d .ti ve 

dynamics, the way in which the wcrld model is updated, and the 

way in which the rat decides where to move next in the 1orld. 

Their theor .1 explains some experimental results that relate rat 

leaxning and spatial behaviour. 

ll-~•-9 .Robot simulations based Q.!! decision theory 

(Jacobs & K.ie:fe.r, 1973 J consider the d€cision-maki.ng 

component of a robot that operates in a poorly known 

environment, where each action may have many possible outccmes. 

An approach based on maximizing the expected utility resulting 

frcm each decision is developed. The decision to execute a 

particular action is vi€wEd as a move in a game against the 

environment; the outcome of a.n action is the envi:ronment•5 move 

in the game. The estimated utility of a decision is evaluated 

by hacking up from the terminal stages of a plan, using the fact 

that the utility assignEd to~ set of uncertain outcomes is the 

expected value of their utilities. The decisio~ that maximi2es 

the expected utility is chc~en. This apFroach is used to 

control a simulated insect-like robot which seeks food, collects 

material for a nest, and may be stung by an eremy. The rcbot•s 

task is tc build a nest. The task is not explicitly represented 

to the rotot but is specified through the utility functions for 

eating, adding material to the nest, finding iaterial, and heing 
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Likewise, eating is not represented as a goal e1cept 

its utility function and in fact with the utility used 

eating wil.l never occur if the time since the previous meal ever 

exceeds a certain .bound so the Foor rcbot will sta eve. 

However, the (negative) goal of starvation is not represEnted 

either. No stored representation of the envircnment is used. 

[Ccles et al.,1975] and (Feldman & Sfroull,1977] apply 

decision theory to symbclic problem solving. Their respective 

examples are essentially equivalent and can be stated as a 

modifi€d version of the monkey and bananas problem. In this 

version several boxes are available to be pushed under the 

bananas but not all are suitable, and tbE monkey is p.tcvided 

with a device for sensing "suitability" from a distance. 

Unfortunately the device is not reliable and may give false 

positive and false negative answers. All the actions of the 

monkey - walking, pushing, climbing, sensing suitability - have 

energy costs. The techniques of decision t~eory are used to 

find the best scluticn strategy, using a utility function 

dEfined in terms of energy cost. Tbe utility futcticn is used 

to reveal tradecffs aircng various strategies for ac.hie ving 

various goals, taking intc account such factcrs as reliability, 

the complexity of steps in the strategy, and the value cf the 

goal. It is also used to fcrmulatE solutions to the problems of 

ho~ to acquire a world model, how much planning effort is 

worthwhile, and whether verification tests shculd be performed. 

Feldman & Sproull discuss many ct.her pos.sil: le applica ticn s of 
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decision theory in robot problem solvers. 

Feldman and Sproull's paper supports their claim that 

"a combination of decisicn-theoretic and ~ymholic artificial 

intelligence paradigms offers advantages not available to either 
C 

individually". However, although I can't yet pinpoint it 

e .xactly, I co.nfess to a queasy fee ling when af flying F roba bili ty 

theory to symbolic reasoning. The basic definition of the 

theccy is the pro.bahility of ~ event, defined as "the lia.iting 

value of the relative frequency of occurrence cf the event in a 

lcng sequence of observations of random.ly selected situaticl!s in 

which the event may occur" (Parzen,1960]. Philosopbically this 

is very unsatisfactory. Bayes' theorem, an imfortant rule for 

co nditiona 1 pro:ba.bili ties, is even more 

un~a tisf actory. The task of clearly delineating tlese 

difficulties and proposing a new definition c.f probabili t :y is 

beycnd the scope of this thesis. All that can be said is that 

there are many inklings around, and in chapter IV I will give 

some indication cf the directicn reguired. 

These simulations s€rve to confirm Simon's conclusicn that 

traditional decision theory is not appropriate to the analysis 

of bebaviou~al systems. 

A traditional field of psychology is concexned ~ith 

ccgnitiv~ maps ([ Trowbriilge,1913 ], [Telman, 1948], [ Moore & 
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A person 1 s cognitive maF is 

about the spatial structure of 

large-scale space. Thus the topic of cognitive maps is relevant 

tc u:.y wcrk. 

The functions of a cognitive map are to assimilate new 

information about the envircnme nt, to re present one• s current 

position, and to answer route-finding and rela ti ve-posi tion 

protlems. It is built up £tom cbservations made as one travels 

through the environment. [Kuipers,1978] pre~ents a 

ccmFutaticnal mcdel (the TOUR model) o·f the cognitive ma~ t.hat 

uses multiple (5) representations for the cognitive map, and 

builds up knowledge by observations and by inte.racticI?s bet lieen 

the separate representaticns. Whereas TOUE gains new knowledge 

by discrete observations at a small number of fixed places, Otak 

gains new knowledge by receiving a nEw retinal impre.s~ian at a 

.new position and resolving the differences hetvEen the actual 

impre.ssion and the predicted retinal impres~iot by mcdifying the 

hypothesized shape of the envircnment. atak's skeleton of the 

enviLonmental empty spacE is very similar to Kuiper's cognitive 

map when regarded as a network of routes. Wbereas TOUB is cnly 

ccncerned with city-street .networks and not at al.l with shape, 

EFA explicitly represents the two dimensicnal shape cf the 

envircnmental sface. 

comFlementary to mine. 

In sum, Kuiper•s iork is somevhat 
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[Eastman,1973] revie~s current programs and describes a new 

program, GSP, for solving two dimensional spatial arrangement 

tasks. Given a space S (e.g. a large rectangular room), several 

snaller rectangular de.sign uni ts (DUs) (e.g. the parts of a 

compoter), and several s-relations between t.he DUs (e.g. an 

edge-adjacency requirement or a sight-line requiremEnt for the 

o:pcrator•s desk), the problem is to find an arrangement of the 

DUS in the space s which satisfies all the s-relations. The 

oveLall design of GSP is as a backtracking depth-first search. 

Various heuristics are describEd which ittp:ove the search, 

derived frcm the s-relaticns. An imfortant part of GSP is the 

lccation proposer which, ~hen given an ariangement of same of 

the DUs in s, proposes locations for a new DO which are 

consistent with the arrangement already made. Only ~rrangements 

in which the sides of the DUs are aligned with the sides of S 

a.i:e considered. 

[Pfefferkorn, 1975 J described au ether Sfa tial planner, DPS, 

~bich relaxed tha restriction that all shapes te rectangula~ by 

allcwiDg ncn-ccnvex folygonal shapes, and which allowed a new 

type cf spatial constraint on an a.i:rangement! a path constraint, 

which says that all the empty space in the arrangem€nt must be 

ccnnected. DPS uses a representation of space occupancy of an 

arrangement in which convex polygons are the Frimitives. Some 

are marked empty and some are marked occupied. Thes€ ccnvex 
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polygon.s are called spag blocks. , Each space block is in turn 

i:epresentea as a set of sides, and each side as a set of points. 

ihen a new shape is addEd to an arrangemEnt evEry space block 

intersected by a side of the new shape is b~okea iAto two 

separate space blocks and the occupancy marked accordingly. ~he 

lccaticn proposer essentially _proposes all the corners of eapty 

space blocks. ls in GSP the constraints aie used to guide the 

search. 

Both systems explore a search tree of space la_youts 11here 

the branching factor at each node is contrclled by the location 

proposer and by ether heuristics which decide in what order to 

try fitting new shapes. The primitive shape concept used is a 

con vex pclygon represented as a list of boundary pci:nts. 'l'heir 

main faalt from my point a£ viev is that these systems are 

ccDcei:ned only with object placement, not with path-finding or 

cbjEct mcving. 

ll•.!!•1 Systems ill simulating lli motion of rigid objects 

(Baker,1973], dissatified with conventional methods for 

spatial simulation, desired one in which the spatial 

relaticnships of points were explicit. To this end he presented 

the design of an iterative array of logic circuits which could 

simulate the continuous rigid translation or rotatic~ of 

arbitrarJ shapes, and implemented a simulaticn of this array. 

~he system consists of a rectangular array cf lcgical circ~its, 
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each rep .resenting a unit square. Each circuit has a local 

cccrdi.nate .system to keep track of a single point as it crosses 

the sgu~re. Its path may be a straight line er a circular arc. 

On reaching the side of a squarer con·trcl and modi .tied local 

coordinates of the point are passed to the neighbouring square. 

An object is represented as a collection cf points (where for 

technical reasons the minimum distance between points must be 

greater than the square root of 2(root2)), and its motion 

simulated .by following the paths of all the ccnstituent pcints. 

The system was not developed to handle ccllisicns. 

(Funt,1S76] argues that a computer p:cgram ca.n deriv~ 

benefits from the use of analogues in the ~ase way that fEcple 

do. To this end, he imflemented a system YHlSPER. The purpose 

of this sys·tem was to solve two dimensicnal blocks •orld 

stability problems by the use a£ a so-called analogue. I will 

not comment on his arguments concerning thE cse cf analcgues; 

frc 11 my 1:cin t of view WHISPER was int€ndea tc be a pe.rformance 

system for simulating rigid cbject motion undEr the influence of 

gravity. 

The input to WHISPEB is a two dimensional array of colored 

squares on which the side view of a configuration of distinctly 

cclcured, arbitrarily .shaped, blocks has been drawn. Typic¾lly 

the corresponding real world situation contains many 

instabilities and under th€ influ€nce of gravity ~ould 

immediately collapse in a flurry of blcck motions and 

interactions: rotation, collision, sliding, and free falL 
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WHISFEB simulates this collapse on the input array and 

frcduces as output the same array but with the blcck FCSitions 

updated to display their predicted final resting places. The 

simulation makes extensivE use of a retina which resembles the 

human retina in same respects. Under ccnt%ol of the main 

program which knows atout gravity, the block motions and 

interactions are computed through th~ use of several cpExations 

en the retina, including finding centre cf area, finding 

contacts between blocks, visualization of rotation, and ficding 

symmetry. The retina consists of a circular arra.1 o.f 

non-overlapping circular retinal fields, or bubbles. The tubble 

size increases with distance from the retinal centre. Each 

bubble has an associated processor, so that the whole retina is 

ccnceived of as a fiJCed number of p.rocesscrs operating in 

parallel and communicating only with their i~mediate neightcurs. 

Funt•s retina is similar in this respect to B·aker•s iterative 

array of automata. Only the color of an object becomes knovn to 

WHISPER'.s main program, while an object's shape and other 

pro~erties reside in the diagram. 

WHISPE13's movement primitives 

simulated motions the depicticn of 

are simple and after a few 

an obj€ct on the array 

disintegrates into a multitude of small isolated pieces •. A 

precise demo.nstration cf this fact appears in appendix A.3. Th<:! 

conclusion is that the simulation of rigid motion provided by 

WHISPEB is not suitable for my pur~ose. 

tHowden,1969) considers the sofa-moving task; that is, 
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produce a plan f~r moving a two dimensional shape from one place 

to another when constr3in~d to remain within the ~alls of a 

s~rzcunding, and in general non-convex, two dimensional shape. 

The Edges of the walls and of the sofa are represented as lists 

of points using chain-encoding [Preeman,1974]; consequently it 

is easy to simulate rigid object motion. It is not, however, so 

easy to detect the intersection of the sofa and the walls. I am 

not convinced that the algorithm as described in this faper will 

wcrk, thcugb it can be extended to do so. Presumably the 3Utho.r 

used such an extension, since hE reForted en a .running pre gram. 

In a pre-execution step, the points of the ~all are soxted into 

an array of buckets, which, in the extended algo.rithm, .uust be 

pt:obed twice for ever:y point o:n the perimeter o.f t.he sofa. So 

the wa.11 array is usually referenced 

2 * {length of sofa pe.ri11eter) 

times for every intersection tes·t performed. 

is produced as follo111s. At a·ny (integral) 

A sofa-moving plan 

fOint within the 

walls there is a small numb€r o~ possible actions of translation 

or rotation wbich may be applied tc the sofa; the permissible 

actions are those for which the intersecticn test fails. Tha 

pla.n is proauced by -executing an undirected, looking tack war:ds, 

heuristic search through the state space entailed by th~ S€t of 

permissible actions at each point. That this scheme performed 

at all is somewhat surprising apparently it did, on some 

poorly specified examples. It would perform i;articula-rl y badly 

in the simplest case a small sofa ~ithin a large empty 
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ccntaining space. 

Mental imagery is relevant bEcause the SHAPE ~ubsystem of 

PPA can be viewed as a model of mental imagery even though that 

was not the goal of SHAPE's design. Mental imagery has been 

discussEd in the psychclogical literature by [BartlEtt,1932], 

[Hebb,1968], [Piaget,1954], {Shepard,1978] and many others. 

Thi& is how Shepard, in the conclusion of his recent review, 

presents t.he current states of mental imagery in ps:ychclog:y: 

I submit that there are both logical and analogical 
processes cf thought, and that processes of the 
latter type, though often neglected in psychclogical 
research, may be ccmparable in importance to the 
former. Ey an analogical or analog precess I ~aan 
just this: a process in which the internal states 
have a natural one-to-one correspondence to 
appropriate intermediate states in the external 
world. Thus, to imagine an object such as a complex 
molecule rctated into a different crientation is to 
pe:rform an analog process in that half way through 
the process, the internal state corre~~cnds to the 
external object in an orientation half way bet~een 
the initial and final orientations. And this 
cor.respondence has the very real meaning that, at 
this half-way point, the pecscn carrying out the 
process will be e.sFecially fast in disc:riniinatively 
responding to the external presentation of th~ 
correspcnding eiternal structure in e:xactly that 
spatial orientation. The intermediate states of a 
logical ccmputaticD do net in general have this 
property. Thus, a digital cc mpu te .c 11ay calculate 
the coordinates of a rotated structure by performing 
a matrix multiplication. But the intermediate 
st~tes of this row-into-column calculation will ~t 
no point correspond to - or place tbe ~achine in 
readiness for - an intermediate orientation of the 
external o.bject. 
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Tc summarize: thanks to the searching reaction time experiments 

of Shepard and his colleagues, the notion of analogical thought 

process nov has a firm piece of evidence to rEst on. 

I have already menticn~d the apparent imfortance of mental 

imagery in scientific and mathematical discovery; i.n :1ddition 

one could justifi~bly interpret Hilbert•s "concrete objects" (p. 

34) as visual imagery. 

'Ihere is currently a debate ove.r vbet.he.r the noticn of 

mental imageiy can be us€d as a scjentifically respectable 

exrlanatory construct. The main 

( Fylyshyn, 1973, 1976] and ( Kosslyn 

protagonists have 

and Pc11.erantz, 1 S77 J. 

been 

This 

cannot be discussed here. The latest word in this detate, and a 

review, is frcvided by [Ander~cn,1978]. 

ll•j.j filb a vioural theorie s 

In attempting to design a robot ccntrcller one is, 

essentially, developing a behaviou~al theory. !hus it is 1orth 

taking a brief leek at wcrk in this area. 

[Hebb,19~9] developEd a cell-assembly th€CIJ of behaviour, 

which has been extended by [Good,1965], (Bind~a,1976], and 

others. It is intended ta be a physiolcgical theory of thought. 

He a~proaches his theory from two directions: the psychclcgical 

facts cf attenticD and orientation, and the tben cur~ent facts 

of neurology. Hebb describes a cell-assembly as a 

"tridime nsion al lat tice-1ike as sem.bly of cells, that I have 

supi;osed to be the basis cf perceptual integration." Again, he 
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writes, assemblies are "diffuse, anatoDically iiregular 

structures that functicn triefly as closEd systems, and do so 

only by virtue of the time relations in the firing of 

constituent cells ••• An individual cell o~ transmissicn unit 

may enter into more than one assembly, at different times ••• At 

any one moment, the action of an assembly may be considered to 

be on an all-oc-none basis" [p.196-7]. 

r Bindra, 1976] extends and di versifies the cell-3-SSEilbly 

theory and introduces a new concept, the pexgo. A ~exgo 

neural underlies the "currently excited, distinctive 

organi2aticn that underlies the id~ntifying resfonse made in 

relation to a stimulus entity, as well as the awarenEss 

(subjective experience descrited as percept or iJage) of that 

stimulus entity. 11 Thoug.h suggestive, the cell-assembly/pexgo 

theory is at an insufficiently precise stage cf developmEnt to 

be cf any direct benefit. 

11:he fault of t.hE Hebb-Bindra theory is perhaps this: it 

tries to explain human thought dir€ctly in terms of (tbe ~early 

kncwn) neuronal structurE, which might be likened to trying to 

explain a big computer program such as an operating Eystem or 

Wincgrad's SHRDLU directly in terms of machine code, by-passing 

all menticn cf PLANNER, EEOGBAHMER, LISP, stacks, assemblers and 

all the other wonderful descriptive vccatulary cf ccsfuter 

science. In ether words, the difference in descriptive level, 

the gap between neuron and thought, is too grEat to he bridged 

by cne single reductionist theory. Artificial Intelligence, 
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using the language of compute.r sciEnce, is in at. ideal position 

to tuild the :requisite intermEdiate theories. 

[Miller, Galanter and Pribram,1960] also sketched out some 

ideas on behaviour; thei[ most specific suggestion was the 

impcrtanc€ of "TOTE" units (!est, Qperate, test, ~xit) in 

executing plans. The TOTE concept is related to the nation of a 

PAP Uixed Jction £attern), which is us~d by ethologists to 

describe animal behaviour and to trace the evolution of 

beha vicar. 

In pondering why computers have had so little success in 

carrying out human information processing tasks, [Mill~r,1974] 

ccncluded, first, that the reason is because there is no 

satis£actory theory of cognitive organizaticn, and second, that 

the test hope for progress is to develop a theory to handle the 

structure of the physical world • . My work is a small step in the 

dir€ction of ~iller•s second conclusion. 

+ + 

So wha·t can I conclude f:i:om our survey of the literatllre'? 

I will start witb the negative conclusions and proceed in a 

positive direction. First of all, though many cf thes·e studies 

leak suferficially similar to our project, few have any positive 

content from our viewpoint. Tbe lessons to le lea~nt are mainly 

"don't"s. Here they are. 
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don't try to do too much with one theory 

dcn•t try to applJ decision th~ory 

directly to behaviou~ 

• Ccles, Feldman 6 Sproull 

• Ludlow, Friedman 

■ Becker & Merriam 

• "Eaconian" BeckBr 

decision theory and Artificial 

Intelligence don't really mesh together 

irrelevant because they model beha~iour 

without a world model 

they get bogged dcYn in simulation 

details; no functional robot-cont~cller 

designed o.r implemented. 

don•t ase the Baconian approach 

repr es e.nt ing experience. 

• Simon, 'Iod3 interestin-g high level analyses of 

rational behaviour, but irrelevant at 

our level of synthesis. 

• Imagery this is an acceptable nction; any model 

of it is of intere.st. MJ model cf it 

arises as a side effect of a system 

designed for spatial reasoning. 

Of the three studies on tbe simulaticn cf rigid mction~ 

BakEr's is premising but not carried far enough, ,~nt•s 

simulation is not satisfactory after the first few mo~es, while 

Howden•s is computationally rather expensive for use as an 

experimental tool. Wben it comes to spatial Flanning, Eastman 

and Efefferkorn get bogged down in heuristic search because 
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their underlying representation of space is inadegaate, and 

Bo-wden•s apprcach results in a combinatorial explosion. More 

positively, Nilsson & Baphael•s is interesting, but only as a 

precursor of my own work. 

ccm111cn-sEnse knew ledge 

This leaves only Kuipers, who mcdels 

cf large-scale Eface, and A.rbib & 

Lieblicb, who model a rat's ccgnitive map. 

Kuipers showed ho-w fragmentary pieces cf in.farm a ticn a~out 

cne•s spatial environment can be integrated in the course of 

eipe.rience tc form a graph-like cognitive map. Arbib & Liellich 

used a graph for their world model and showed bow it could be 

modified as a result of innate drives and cf external rewards. 

The lesson to be learnt here is that a world model in the form 

of a gra~h is a promising idea. This is not incorporated in the 

design of PPA but obviously should be takeD up as soon as 

possible. 

+ + + + + 

I will new summari2e this chapter on hackfrcund issues. I 

first d€lineated 'the nature cf this modern science, Artificial 

Intelligence; then I described the imFcttance of, and 

interaction tetween, representaticn and search in any theory of 

intelligence; then I presentEd my cwn approach to the subject. 

The next section sketched the traditional Artificial 

intelligence approach to planning and problem-sclving, and found 
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it tc b,e va.nting for my pur~oses; while in the last section I 

reviewed the literature on similar pi:ojec·ts but found there to 

be a notable lack of positiva content, only cautionary tales. 

All tcld, the reader should nov have a good feeling for the 

background to my work; let me now advance tc the first 

emtattlenent. 
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CHA P.ll.] lll 

lil SI~ULATE.C OEGAN'ISfl-F.NVIRONMEN,l .§YSTEM 

This sys·tem is the .basic experimental tocl for my research .. 

It ptovides sensory input .for, and accepts motor output frcm, a 

simulated organism that I call Utak. · only the functional 

input-output charact@ristics of this system are directly 

relevant to the rest cf my thesis. For thi$ purpose you need 

cnl :y read the rest of this introducto.ry s.ection and section 

III.2.2, and peruse thE examples in sections I.II.1.1 and 

III.2.3. The aim of this chapter is to describe the simul~ted 

ocganism-environment sJstem and to describe the tasks that such 

an crganism, if endowed with a competent organism controlling 

program, might reasonatly be expected to solve. 

The sys·tem is called TABLETOP. It simulates the physical 

motion on a smooth tabletop of objects which have tbe form of 

polygonal planar shapes. ThB tabletop is bounded by a verge so 

that an object can never fall off. An object moves only when 

Utak is both holding this object and executi.ng a pushtc or turn 

ccmmand. The phJsics invclved is essentially trivial: 

(a) The shape of an object is in variant under tra ns1ation and 

rotation. 

(b) I.f a motor command to go a certain distance in a ce.rtain 

direction would result in Utak collidi~g with an object or 

the verge, then be halts a short distance before the first 
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intersection of hi.s pa th with such an obstacle. 

(c} Similaxly, if Utak is grasping an object and is executing 

a push command that would result in the cbject o~ Utak 

colliding with scme obstacle, then Otak and the otject 

come to an immediate halt a small distance tefore the 

point at ~hich the this collision would have occurred. 

(d) When Uta.Jc is grasping an object he and the cbjec t are, 

tem~oratily, considered as one ne-w object. 

(e) Otak can go between two neighbou .ring objects o.nly if the 

width of the gap tetveen th9m is greater than a certain 

11inimu11 value. 

To put it in a nutshell, TABLETOP simulates tl~ permanence and 

impermeability of the shafe of phy~ical objects. 

In building the TABI.!TOP system I aimed to Froduce an 

exper~mental tool that was inexpensive tc use. I wa~ not 

concerned to find exact solutions to collision problems. Thus, 

the approxima·te solutions to collision problems that the 

TABLETOP system computes are guite sufficient for my .purfoses. 

In section III.3.1 I sketch one way that ~ABLFrOE could be 

extended tc ccmpute exact solutions. 

Previous simulations cf the physics of planar polygonal 

shapes (reviewed in II.4.7 above) have either teen incomilete, 

inccrrect, or ccmpataticn3lly expensive to use, ihereas my 

TABLETOP system is ccmplete, correct to within C€Itain 

limitations ~hich I specify later, and efficient. By complete I 

mean that both motion and collisions are handled. TAELETCP is 
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cheap to use, has be~n used extensively, and has proved to be a 

viable exFerimental tool. 

The design of TABLETOP is lased on the use of two 

representaticns fer objects, the Cartesian and the digital. The 

.9£ tesian ggresent a·tion cf an o bjE ct specifies the shape cf the 

object by a list of points where each point is specified by two 

positive real numbers. The points are tbe pcints cf inflEction 

on the bcundary of the shape. An edg~ in the Cartesian 

representation of an object is a pai.r of consecutive points in 

the list. Uta.k himself has a Cartesian representa·tion, or 

pcsition, consisting cf a single pair of positive reals. in 

addition, ata.k has an absolute orientation. Note that ·r am here 

refer.ring to the simulation of Utak, not the robot-ccntrcll.er 

for Utak. 

~he TAELE is a t~o dimensional array where each entry 

corresponds to a square in a two dimensional grid of squares 

covering the surface of the simulated tabletcf. Each cbject has 

an associated cclcur, one cf the letters A,E, ••• z. Two 

objects may have the same cclour, and the VErge alvaJs has th~ 

cclcu.r 'B'. 

Now imagine the Cartesian representation of an object ~ith 

cclcur c sui:erimposed en the TABLE g1:id. 'Ihe disJtal 

.'£~I e s e ntati on of the obj€ct is d.efined to be the set of sguares 

of TABLE that lie within, o.r are intersected by the edges .. of, 

the Cartesian representation of the object. All sguares in the 

digital representation cf an object are assigned the object's 
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cclcur c. The digital representation of an object is dlso 

called the crojection of the object cnto the 'IAEIE. CJtak has a 

digital representation, or projecticn, consisting of the sguare 

of ~ABLE that contains his position. The colour assigned to 

this square is the BUGMABK, an asterisk on the C]T display of 

TABl"E. His ca·rtesian position lies outside the Cartesian 

representations cf all the cbjects on the tabletop. Normally 

his Froj~ction, also, is outside all the digital representations 

of all the objects, but it can happen that it lies vithi~ the 

projection of an abject that he is currently grasping or has 

recently letgo. 

Utak, all the objects, and the verge are frcjected onto the 

TABl.E array when TAELETOF is in operation. 'Ihe TABLE array can 

be displayed en a screen fer a human user to ~atch. RemEmter 

that Utak does not "see" this display; his visual input is 

described in subsection III.2.2. 

1Ihis chapter is crganized as follolls. Section I.II. 1 

describes the TAEtETCP simulation system. This includes the 

metbod used, the problems encountered, and the specificaticn of 

the requisite algorithms. Section III.2 discusses the design 

and capabilities of Utak, ana includEs examfles of his 

sensory-motor experience. .In the fin.al sec-tion (II.I. 3) an 

extension and generalizations of TABLETOP are considered. lt is 

shc~n that an imrcrta~t part of the TABLETOP simulation is 

easily adapted for parallel computation, and that the TABLETOP 

method generalizes to three (or more) dimensions. Also, it is 
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shown how to extend 7ABLETOP to obtain exact answers to 

ccilisicn prcblems. 

Ill.j 1,b~ si1tulated envircnmen t , 1.!BLETOP 

This is an independent system that simulate$ the effect of 

moto:c commands issued .by Utak. It is instructi v~ for a user to 

sit down with TAE.LETOP and attempt a task such as manipulating 

an 'L' shaped object thrcugh ~ narrow doorway. 

'!he L-shaped object problem is the archetypal task for 

Utak. Indeed, in Kuhnian terminology, this is the paradigm 

problem for this approach to understanding spatial intelligence. 

When, o.r if, progress in tlle const:tuction of the 

organism-controlling f:COgram for Utak has advanced to the point 

where Utak is able to solve this problem autonomously then I 

believe that non-trivial advances will almost certainly have 

been made towards understanding the nature cf some computations 

that are of fundamental importance for successful organi£ms. At 

that point it will be cf great interest to interpret the known 

facts about biologic al t~ains in terms of these comt=u ta tio ns. 

III.j.j Jn overvi~ of the simulation method 

A slide is the simFlest action of Utak. !his is the 

movement of Utak along a line segment. It is simulated by 

seguent.ially checking each square o·f the TABLE grid that is 

intexsected by Utak 1 s position as he moves along the line 
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segment. If a non-empty (coloured) square cf TABL! is 

enccuntered before the end of the line segment, then first the 

feint of intersection iith the obstructing square is found, 

seccnd the halting position of Utak is obtained ty hacking off 

slightly frcm this pcint. This is done by taking a point~ 

small dist~nce € back along the line segment fro~ the feint of 

intersection. If the Cartesian reprEsentation~ of two 

neighbouring cbjects are so close that no emft] square of ~ABLE 

lies between their digital representations then Utak is un3ble 

tc slide between the two objects. 

When Utak is not grasping an object he can only execute a 

slide action or a grasp action. 

is not already grasping some 

Utak can gra~E an object if he 

cbject and if his digital 

representation is adjacent ~o a sguare in the object's digital 

representation. Two squares are adjacent if they are 

horizcntally, vertically, or diagonally adjacent. ~bus there 

are eight TABLE squares adjacent to Utak's digital 

rep.rese n ta tion. 

When Utak is grasping an object hB can only execute pushto, 

turn, or letgo actions. 1n this state the relative pc.sit.icD of 

Utak • s Cartesian representation and the c.bject 's Cartesian 

representation remains invariant under translation caused by 

pushto acticns and rot~tions caused ty turn actions. 

However, whereas Utak's digital representation is always 3 

single sguare, an object's digital representation may appEar to 

change rather drastically if the size of the T~ElE squares is of 
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the same crder of magnitude as the si2e of the object. The 

simflest example o.f this effect is given by an object whose 

Cartesian representation is a square of exactly the same size as 

the TABLE squares. If this cbject•s Cartesian tepreseotaticn is 

exactly aligned with a TABLE square then its digital 

representation is just that TABLE square, but if the object is 

moved diagonally a small distance tben its digital 

representaticn becomes a larger square consisting of four TAELB 

squares. 

SUpfose tha·t the user of TABLETOP requests a fUshto action 

whose intent is to movE the grasFed object in a straight line 

through distanced in direction e. The angle e is measured 

clockwise from some fixed direction. The fellowing method is 

used to compute the distance d' actually traversed before -3 

collision, i£ any, occurs. dis the intend ed distance, d' is 

the achieved distance. Basically the method is to scan the 3rea 

of TABLE that would be swept out by the object in the course of 

the translation. Th€ distance to the nearest ob~tacle found, if 

any, determines the achieved distance. 

First the current digital representations cf Utak and of 

the object are erased. Tben the achieved distance for Utak is 

ccmFuted, just as for the slide action. The achieved distance 

for the grasped object is computed as fellows. First the 

leadj.!!,g edges relative to the direction e are determined. !bese 

are the edges of tb ,e Cartesi:in representation .hose outw3rd 

ncru1al has a direction in the range (8-90°,8+90°). As the 
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object is moved, each lEading ed;e sweeps cut an ai:ea in the 

shape of a parallelogram. Each sucb parallelogram is tc be 

imagined as superimposed on the TABlE grid. The parallelcgrams 

for an L-shaped object subjected to a particular pushto action 

are shown in figure III.1. For each leading edge Ea scanning 

pYocess is started that scans those squares of TABLE that lie 

within or intersect the parallelogram PE generated ty B. For 

any scanned sguare that is ncn-empty (coloured), the minimum 

distance from the edge E to the nearest point cf the ~ubpai:t of 

the sguarE lying within PE is computed. Then distance DI is 

defined. to bed, if no non-empty squares are found in the scan, 

CI else to be the minimum over tbe minimum distances for each 

scanned square. Tbe minimum of the DE's for each leading Edge 

E# less a small quantity E, is returned as the achieved distance 

for the object. 7inally the overall achieved distanced' i~ the 

11ini.11um of the achievable distances for the object and for Utak. 

Then both Utak and the object are ce-projEcted cnto the TABLE 

grid at the computed final position. By construction, these new 

projections nEver overlap the projection of an atstacle. 

Now suppose that the TABL!TOP user requests a turn dCtion, 

whose intent is to rotate the obj€ct grasped by atak by~ 

radians about atak's positicn a. Two methods will be described 

for computing the angle~• actually rotated before a collision, 

i:f any, occurs. cp is the ,intende_g rotaticn, 4' is the acbiaved 

rotation. Both met.hods scan for obstacles in the area tha·t 

would be swept out by the object in the course cf rotation. The 
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angle to the nearest obstacle, if any, deter~ines the achieved 

rotaticn. The first method finds all the obstacles whereas the 

second may miss a small cne. Although the second method is the 

one currently implemented, the first method, since it parallels 

the metbcd used for translation and maJ be of independent 

interest, is described first. 

First the projections o~ Utak and the grasped cbject are 

erased. Since Utak's positicn does not change in a rotation, 

his motion does not directly contribute to the ccllision 

ccmputation. Then the leading segments of the edges of the 

object, ~elative to the centre of rotation a, must be 

det11:i:11ined. 

Def ini ti on. For a clockwise rotaticn of aD object about a, the 

leadi.!!..9 ~~qme~£ of fill ed3e l is found as follows. Consider the 

line L collinear with E. Compute on the liDe L the ne3rest 

point N to the centre of rotation u and draw an outward normal 

to Eat the pcint N. Now take the semi-infinite half-line of L 

that lies to the left of the outward normal at N, and form the 

inte~section of it with!. The resulting segment of Eis the 

leading segment of E. Note that the leading segment of an edge 

may consist of all or part of the edge, oc bE null. The leading 

segments for a specific triangle and points of rotation are 

shown in figure III.2. 

1fil!!.!A• For a clockwise rotation cf an object a.bout a, the 

leading S€gment cf an edge E cf the object has the prcferty: for 

any point x on the interior of the leading segmEnt, there is a 
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FIGURE III. 2 
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Outward normal 

(point of 
rotation) 

CLOCKWISE ROTATION 

For clockwise rotation about Q 
there is only 1 leading segment: BC. 
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ANE = leading segment 
of edge AB. 

BNF = leading segment 
of edge BC. 

CN = leading segment 
G of edge CA. 

Thus for rotation clockwise 
about P there are 3 leading 
segments. 

This figure shows the leading segments of the triangle ABC for 
two points of rotation. If a clockwise rotation about Pis 
intended, then the leading segments are ANE, BNF, CNG. If an 
anti-clockwise rotation about Pis intendea, then the leading 
segments are NEB, NFC, and NGA. If a clockwise rotation about 
Q is intended, there is only one leading segment: BC. If an 
anti-clockwise rotation about Q is intended, there are two 
leading segments: CA and AB. 
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rotation about U such that if :x• is the new FCSition of x, the 

arc ~x• lies in the exterior cf the object. 

!.!,QQ£. Fick a disc centre x, small enough that it intersects no 

cthEr Edge of tbe object, and so that it does net contaln an end 

point of the leading segment. Consider a rotation so small that 

the new position x' of i lies within the disc centx~d en x. 

Beca~se x lies to the left of the outward normal to Ethe 

direction of motion of x is perpendicular to U:x: and points into 

the exterior of the sbap~. Thus, the arc xx• lies • i~ the 

exterior of the cbject. QED. 

In other words the leading segment of an edge E always s~eeps 

out a new ar€a of the TABLE in the course of a rotation. 

Depending on the angle of rotation and the exact ovErall 

Cartesian shape of the object, there ~ill in general be 

consider~ble overlap between the areas swept out by each leading 

segment. I have ignored the problem of eli11ir:ating multiple 

scanning cf areas of TABLE in a turn action. 

As the object rotates each leading segment sweeps out a 

fcur-sided area of space. The sides distal and proximal tc the 

point of rotation are circular arcs, the ether two sides are 

straight lines. Hence I call this s.bape a do uqh.!!JU slice. Note 

that if A, Bare the original end-positioms of the leading 

segment and A', B' are the final end-positicns of the leading 

segment, then triangles ABU and A'E'O differ crly by a rotation 

about a. Each doughnut slice is to be imagined as superimFosed 

upon the TABLE grid. The doughnut slices for the rotation cf an 
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L-shaped obj€ct subjected tc a particular turn action are shown 

in figure III.3. For each l€ading segment S the TAEIE squares 

that lie within or inte.rsect t .he corresponding doughnut !lice 

are scanned. For any ncn-emFt.Y scanned squai:e the minimum angle 

of rotation sufficient to cause a ccllision bet~een the leading 

segment S and the square is computed. {This is not a trivial 

computation.] For each leading segment s, the minimum is taken 

over the angles computed for each obstructing ~guaz:e, and then 

the minimum of all these minimums, taken over all leading 

segments, gives the achieved rotation~•. FiDallJ, both Utak 

and the rotated object are re-project£d cntc the · TABLE grid. 

That, in cutline, is the simulation method used in TABLETOP. 

The basic problems faced in an implementation of this 

simulation method are as follows. 

■ Tracing a line 

•Scanning a shape 

the intended path in a slide act 

tbe sides of a parallelogram in a pushto 

action 

the straight and carved sides of 

doughnut slice in a tur~ action 

t .he Cartesian repre.seTitaticn cf an 

object, for projecting or erasing the 

object's digital representation 

the parallelogram swept out by a le3ding 

edge in a pushto action 

the doughnut slice swept out by a leading 
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FIGURE III. 3 
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segment in a turn action 

•Computing minimum distance from a leading edge to (a subpart 

of) an o.bstructing square 

•CCmFuting minimum angle frcm a leading segment to (a subpart 

of) an obstructing square. 

!ll•1•l The algorithms~ in .m simulati.2.Q 

In this subsection I describe the algorithms used to sclve 

the problems specified in the previous sutsEcticn. There are 

two line-tracing algorithms, one for straight lines and one for 

circular arcs. I first descrite bow to trace a straight line. 

As a prerequisite for this one has to know the squares of the . 

TAELE grid containing tbe initial and terminal points of the 

straight line in order tc initialize and terminate the tracing 

process correctly. This seemingly innocucus requirement is a 

little tricky to program because of the special cases that can 

occur such as alignment of the line with the a.:xes and 

coincidence of the line with the grid lines. The cod,e for 

tracing has to handle four cases, one for Each quadrant of the 

direction of the line; l will only descx:ibe the northeast 

guadrafft case. Let the £U r rent §guare be the square curr€ntly 

under consideration in the linB-tracing procedure. The next 

cuLrent square can either te one up, one right, er diagonallJ up 

and right frcm the current sguare. This chc.ice is made by 
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comfuting whether the northeast ccrner of the current square is 

left of, right of, or on the line. A comparison of the slop€s 

of SP and SD, involving two multiplications and one compa~i~cn, 

suffjces (figure III.4). 

A circula.r arc is traced in a simila.r manner. If the arc 

traverses more than one quadrant it is troket: into so.bares Each 

traversing all er part of a single quadrant. When the arc or 

su.barc tra V€rses the northwest quad.rant a lmcst the Eame 

procedure is used as for the case of a li.ne whose direct ic n is 

in the northEast quadrant (figure l .II.4). As for the line case, 

the next current square is either one up, ona right, or one 

diagonally up and right from the current square, and this choice 

is made by comp-uting whether the northeast co'tne:x: of the cut1:ent 

square is inside, outside, er on the arc. This requires two 

multiplications, an addition, and a compariscn. 

There are several operations which may te applied tc the 

squares that a line passes through. The square coordinates may 

be added to a scan ta.ble for a scanning routir.e 01:, i :f the 

square is non-empty and hence represents an obstructicn, an 

intersection computation may be executed aDd the line-tracing 

procedure ahandoned. 

For the purfose of projecting the Cartesian representation 

of a concave object into its digital repres~ntation OD the TABLE 

(bri€fly, drawins the cbject), and erasing it later, the 

Cartesian representation is deccmposea into convex su.bFarts. 

This is done manually when the object is first specified. When 
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the object is drawn or erased each conve.x subpart is drawn or 

erasEd separately. 

The digital representation of a corvex {sutFart cf an) 

otject is ccnEtructed ~cw by row. First the edges in the 

Cartesian representation are traced, and the coordinates cf the 

squares encountered are used to update a~ table that records 

the coordinates of the sguares at the left and right e1tramities 

cf each ~ow. Since the size of thE scan table is sufficiert to 

cover only the vertical extent of the convex shape, an offset is 

alsc sto£ed that specifies the row of TABLE that ccrtesponds to 

the first pair of (left and right) scan table entries. The scan 

table is then used to draw the digital representatic~ tcv by 

re~. If the cbject is fixed the scan tables axe then discarded. 

If th€ object is movable, the scan tables and offsets are stare1 

for later us€ when, or if, the object is erased for a pushto or 

turn action. A nev scan table has to be constructed for each 

convex subpart every time the object is redrawn. 

The parallelogram swept cut by a leading edge in a pushto 

action is scanned in almost identical fashion (see figure 

III.1). The edges of such a parallelogram are traced in the 

sequence: leading edge AB, left constraining edge AA', right 

constraining edge BB', destination edge A1 E•. No otstructing 

square can occur along the edge AB. If an cb~tructing square is 

enccuntered while tracing the edge AA', then the minimum 

distanc€ in the direction e from th€ leading edge AB tc the 

nea~est part cf the obstructing square that lies Mithin the 
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parallelogram is computed. Tbis is taken as the ne~ value cf d, 

t.he a 11cunt c.f the translation. Similarly if an obstacle is 

enccuntered while tracing BB 1 • If either or beth of these cases 

occur then the position of the destination edge is effectively 

mcvEd closer to the original position AB. Now th-e des-tination 

edge, at its possibly nev position, is traced and the scan table 

fer the parallelogram is complete. ~he TABLE ~guares iithin the 

parallelogram are now scanned and if an c.bstructi.ng square is 

found the distance from tbe leading edge AB in the direction 9 

to th€ nearest corner cf the cbstacle is computed. 

The doughnut slice swept out by a leading segment in a turn 

action has one concave bounding line the inner ccnstraining 

arc. HowEver# since a shape is scanned row-by-row this is cf no 

consequence provided the arc does not cross tlie vertical line 

through the point of rotation. If this ccndition holds th€n the 

doughnut slice is cut along this vertical line (line OU' in 

figure III. 3) and each part .formed is scanned separately. '!he 

edges of a doughnut slice are traced in the sequence: leading 

segment AN, inner constraining arc NW', outer constraining arc 

AA', destination segment A'N'. No obstructing sguare can cccur 

along AN. If an obstructing Eguare is encountered while tracing 

the arc NN' then the minimum angle of rotation atout a tc the

nearest part cf the cbstructing square within the doughnut slice 

is computed. This is taken as the new value cf~, tbe intended 

rota tio.n. Similarly i£ an obstacle is €Dco antered wbile t ca cing 

AA'. If either er both cf these cases occur then the position 
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of the destination segment is effectively rotated tack closer to 

the original position AN. Now the destinaticn segment at its 

possibly new position is traced and the scan table for the 

dougbnut slice is ccmFlete. The TABLE squares within the 

doughnut slice are scanned and collision computations carried 

out if any obstructing squares are found. 

Finally I must specify the ccllision computations. Pirst I 

describe them for a pushto action, then for a turn action. 

The simplest case is this: when scanning the Farallelcgra~ 

swept out by ~ leading edge AB, an obstructing square is 

encountered. The amount of move.me.nt of ·th-e object befc.te AB 

ccllides with the nearest point P of the square must be 

calculat€d (figure III.5). This is the distance 1,g collision 

for this edge. The nearest point o·f a square is one of tbe 

ccrners cf the square. This nearest corner depends cnly en the 

goadrant of the leading edge so a simple table lcokup is used to 

find it. ?o·r instance, for a leading edge in the northeast 

quadrant the nearest corn€r o.f an obstructing square is the 

soutbeast cornec. Let B tea unit vector in the di.tecticn of 

the outward ncrmal ta AB, let ~ be a unit vector in the 

direction of motion, and let R be the vector AP. Then the 

distance to ccllisicn is given by the formula 

( A) 

If an obstructin~ square is encountered while tracing a 
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FIGURE III.5 - A formula for the distance from a 
leading edge to the nearest point 
of an obstructing square. 
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ccnstraining edge of a farallelogram, more care is required to 

find the distance to collision. The nearEst corner of the 

obstructing square may lie outside the parallelcgra.11 or even on 

the opposite side of an eitension cf the leading edge. When 

tracing the left constraining edge of the pacallelcgram, four 

cases arise (figure 111.6). 

(1) The nearest ccrner P of the obstructing sguare lies 

between the left and right constraining edges. The 

distance to collision is the same as before, using 

eguaticn (A). 

(2) !he nearest corner lies en the left constraining edge. 

( 3) 

The distance to collision is tbe distance £rem A tc the 

nearest corner. 

The nearest corner lies to the left of the left 

constraining edge. The distance to ccllisicn is the 

distance £rem A along the left constraining edge to the 

point P where the left constraining edge intersects the 

side c.f the sguare. 

(4) The nearest corner lies to the right of the right 

constraining edge. The distance tc ccllision is tbe 

distance from B along the right ccnstraining edge to the 

point Q where the right constraining Edge intersects the 
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Cases in computing distance to collision along a constraining 
edge. 
AB= leading edge. 
NC~ nearest corner of obstructing square. 
P = nearest point of obstructing square. 
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side of the square. There are really two sutcases 

involved here depending on whether P a.nd Q lie on the 

same or adjacent edges of the square. However, it is not 

necessary to go to tbE trouble of figuring OU t the 

dist3nce BQ since this will .be computed under CdSE: (3) 

when the rig.ht constraining edge is being t.racea. Sc it 

suffices to return the distance AP. 

Notice that, when tracing the right constraining edge BB', 

case (4) (with right and left transposed] could not occur 

(figure III.6(5)). This is because the distance AP would have 

been returned from an occurrence of case (3) when tracing the 

left constraining edge, and so the right co .nstzaining edge wculd 

cnly be tr~ced as far as B''• 

Th.ere are four cases when tracing the left constraining 

edge, three cases when tracing the right constraining edge, and 

these are all repeated for each of the other three guadrants in 

which the leading edge may lie. These 28 cases can be handled 

by one 2 x 4 x 4 decision table with one raw of four null 

entries. 

Now I describe the collisicn computations for a turn 

action. suppose that an obstructing sguare is encountered whe.n 

scanning the doughnut slice s~ept out by a leading segment. The 

amount of rotation of the object before tbE leading segment AN 

cf an edge AB collides with scme pcint of tbe square must be 

calculated (figure .III.7). This is the AS~ !.Q ccllisill for 

this edge. lhe point of the square at which tbe ccllision 
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AB= object's edge. 

AN= leading segment. 

U = centre of rotation. 

P = obstructing point. 

P' = point which coin-
cides with Pat the 
nearest moment of 
collision. 

r =UP=UP'. 

e( = angle to collision. 

n = unit outward normal 
to AB. 

x = distance UN. 

FIGURE III. 7. The diagram shows the point P', on the edge 
AB, which coincides with the point Pat the 
moment of collision. The formula shows how 
to compute PUP', the angle to collision. 
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occurs is the CQllision .E.Qint. I also call this the collision 

cornet since it is clEar that the collision point must be a 

corner of the obstructing sguare. Unf o.rtunately it is not 

txivial to determine which corner of the sguare is the collision 

ccrner. Par instance, as the obstructing square varies over the 

squares within a doughnut slice tbe collisicD coLner varies too. 

If the rotation is clockwise and the obstructing square is moved 

clockwise then the collision co.rner of the ol:structillg sg ua re 

mcves in a clcck:w ise direction relative to t.he centre of the 

obstructing square. It is possiblE to specify sets of candidate 

collisicn corners as a function of the position of the centre of 

rotation u relative to th~ obstructing square. The set of 

candidate collision ccrners for a specific leading seg~ent 

ccn tain s either two er thi:ee c crne rs.. suppose a 1es are taken at 

the centre of the obstructing sguare and aligned with the gcid 

lines. If a is on one of the axes there are two candidate 

collision corners and if U is in a quadrant ~etYeEn the axes 

there are tbree candidate ccllisicn corners (figure Ill.8). Por 

instance, if u lies in the soutbvest guadrait tbe candidate 

ccl1isicn ccLners are the southwest, northwest, and northeast 

corners, and if u lies on the scuth vertical axis the candidate 

collision corners are the southwest and northwest corners. 

Figure III.9 shows occurrences cf each of the candidate 

ccllisicn corners, for u in the soutbvest quadiant. 

The angle to collision vitb an obstructing sguaie is 

dEter~ined by finding the angle to ccllision with each of the 
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This shows, for a clockwise rotation, how the set of 
candidate collision corners of an obstructing square 
varies as a function of the position of the centre of 
rotation relative to the axes of the square. This is 
the set of collision corners that must be considered 
if the obstructing square is encountered during the 
scan of the doughnut slice. 

Along the arcs are shown the edges or corner that may 
be involved if the obstructing square is encountered 
when tracing a constraining arc. 
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For a clockwise rotation about the point U in the southwest 
quadrant relative to the axes of an obstructing square, this 
shows how each of the candidate collision corners could 
actually occur. Leading segment AB collides with the south
west corner, CD collides with the northwest corner, and EF 
collides with the northeast corner. A'B', C'D', and E'F' 
are the positions of AB, CD, and EF, respectively, at the 
moment of collision. 

I l 0 
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collision corners separately and taking the minimum of the three 

(or two) angles. The collision corner of the cbstructing ~guare 

is the corner with the smallest angle-to-collision. 

Given a leading segment AN of an edge AE being rotated 

about a point U, the angle to collision with a point Pis found 

as fcllo~s. Let~ be the unit vector in the direction of the 

outward normal to AB, let x be the perpendicular distance from U 

to AE, let r be the radius UP, let~ be the vectcr OP, let f' he 

the point on AN which coincides with Pat the moment when the 

collision occurs, and let alpha be the angle to collision 

(figure 111.8). Then the following holds. 

alpha= L.fUN fl'ON 

cos (ilU N) = (.E/r) • {-Jl) = - <.E• .!!) /r 

COS{L.f'UN) = x/r 

alpha= arcos(-(~-~)/r] - arcos(x/r] (8) 

If an obstructing square is encountered while tracing the 

inner er outer constraining arc, the ccllisicn computation is 

slightly simpler. Instead of rotating the candidate ccllision 

ccrnex backwards to where its arc intersects the leading segment 

as in the usual case, here one has to rotate the endpoint of the 

leading segment forwards to where its arc intersects a side of 

t.he o.bst.cuctiny sgua.ce. The computation is s i 11 fle r bEca use t.he 

sides of the sguare are aligned with the coordinate axes. 
" 

I describe this collision computation cnly for an examFle 

invclving the cuter constraining arc (figure III.10). S~fFOSe 

the fOint of rotation a lies in the south~est quadrant relative 
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FIGURE III .10 

, 

AB= object's edge. 

AN= leading segment. 

A 

U = centre of rotation. 

s 

A'• point of collision with obstructing square. 

r = UA • UA'. 

a = vector UA. 

°' = angle to collision = / A UA' • 

0 

UW= perpendicular from U to collision side of square. 

n • unit outward normal from collision side. 

x • distance u»l 

FIGURE III.10 - The diagram shows the intersection A' of an 
outer constraining arc with an obstructing 
square. The formula shows how to compute 
the angle of collision. 
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to the a.xes o.f sym.met.ry of the square, and the endpoint A of a 

leading segment AN collides with a side of the square. The side 

invcl ved is the collision side, and is s~ecified ty the a .re 

tracing routine. In the €Xample shown the ccllision side is the 

west side of the square.. Instead of dropping a perp·endicular 

from u to AN, for this computation one drcp~ a perpendicular 

from o to the collision side, meeting it at w • . let V be the 

perpendicular projection of A onto u~. Then alpha, the angle to 

collision, is giv€n by 

alpha= arccs(-OV/r] - arcos[OW/r] (C) 

The a.re tracing routine may,. instead, specify that the arc 

Enters the cbEtructing square at tbe corner P. 7he ccords cf P 

are known so the angle to ccllision is then simply given by 

alpha = 2 • areas[ 1.P / (2*r) J (D) 

When tracing · the ccnstraining arcs of a doughnut slic~ at 

most two obstructing sguaies are encountered, since an 

arc-tracing routine is a.ban doned as soon as an obstacle is 

found. For such an obstructing square there are four distinct 

relative positions of the centre of rotation o, and for each of 

these there are three dif£erent ways in which the arc may 

intersect with the square. Each 0£ these twelve cases reduces 

to cne or other of the computations specified ty equations ~) 

and (D). A 4 x 3 decision table specifi~s the correct 

procedure. 

+ + + 
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To sum up this secticn so far, I have guidEd you thrcugh a 

ccllEcticn of algorithms sufficient to solve the basic problems 

invc 1 ved in an implementation of TADLB'TO.P. 'Ihese include 

algctitbms for scan.ning an object's shape, for scanning the 

parallelograms and doughnut slices swept out in the course of 

pushto and turn actions respectively, algorithms fc: .I tracing 

straight lines and circular arcs, and algorithms for computing 

the exact distance to collision, or angle tc collision, for 

these two basic acticns. 

The algorithms given above for the turn action in TABLETOP 

~equires inverse cosin~s and extensive case analysis. The 

former are not computationally cheap, the latter requires 

careful and time-consuming coding. Consequently I used a 

quicker, tut dirtier and ccmputaticnally more e%Fensive, method 

of implementation. ~his is the second method referred to on 

page 92. Namely, vhen an object is to he rotated t.he tur:n 

procedure actual.ly imFlemented does the following. 'Ihe digital 

representation is erased, the Cartesian representaticn rotatEd 

by 10°, and its ne~ projection onto TABLE scanned for 

obstructing squares (with out actually drawing the digital 

representation). This is repeatEd until an cbstructing square 

is encountered er the intended angle is achieved. If an 

obstructing square is found, a binary search is carried out over 

the last sub-angle oL rotation until the achieved positicn is 

located tc within 2° accaracy. 

This method leaves opEn the possibility th~t scme small 
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ots·tacle may be jumpe a over bE·tween the 1 o0 test posi ti ans. 

This has not yet happened in pract~ce, partly because only very 

simFle ~ABLETOP environments have been used that do not contain 

small isclated obstacles, and partly because the si2e of the 

mcvable objects has not b€En sufficiently large for an obstacle 

to be missed in a 10° rotation. The simplest configuration in 

which such an incident cculd occur would have atak grasping the 

narrow edge of a 1 x 14 movable object or "stick", an obstacle 

whose digital representation occupies a singl~ sguate of TABLE 

at a distance of about 13.5 from Utak, and Utak executing a turn 

acticn of more than 10° tcwards the obstacle (figure III. 11). 

An important implementation problem arises in practice. 

When many pushto and turn actions are applied to a mov2bl9 

object, the Cartesian representation of the object becomes 

deformed due to camulative floating point inaccuracies. 

w-hat was originally a square may at some later time look 

the end view cf a squashEd cardl:oard box. 

Thus 

li.ke 

Tc overccme this problem three Ca.rtesian styl,e 

ihen the representations are used for an object, not just cne. 

object is first specifiEd a _!!gs~ represen ta tion is set up. This 

is its original Cartesian representation. After any arbitrary 

seguence of acticns the 

always be represented 

aFplied to the base 

:relatively uncommon, 

current Cartesian tepresentation can 

as one rotation and one translation 

representation. Since rotations are 

and are ccmputaticnally eipensive, a 

.I.£!s.:!~ bas~ representation is also used. 'Ibis consists of the 

III•The simulated organism-ervironment s1stem 



FIGURE III .11 

A 
This shows the simplest kind of situation in which a 
potential obstacle (marked 'B') could be missed by the 
algorithm actually implemented.· Utak is holding a long 
stick and when he executes a t~rn action to the right 
of at least 10°, the obstacle is missed by the algorithm. 
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base representation rotated by the angle between it and the 

current Cartesian representation. During a .sequence of 

translations between tvo rotations, the Cartesian representation 

at t.he end of each translation is derived frc.11, the rotated base 

representation that was computed at the last rotation. When a 

rotation occurs a new rotated base representaticn is comfUted 

directly ·from the base rep.cesentation. 'lh€ current cactesian 

representaticn at this feint is then obtained by one translation 

from the nev rotated base representation. With this scheme 

implemented the Cartesian representation o.f a mova.l:le object 

cannot dEform, however many pcshto and turn actions are appli~d 

to the object. 

one final problem remains to be considered. 

A problem involving the in·teraction of Cartesian and 

digital representations crops up occasioDally vbeD Utak is 

holding 3Dd mcving an object. I refer to the system formed by 

Otak and a held object as a .fil!1!! object. When be first gra~ps an 

object his digital repres~mtation is necessarily outside and 

ccntigucus \ith the object•s digital representation. At that 

time, the Euclidean distance d betwe-en his Ca .rtesian positicn u 

and the nearest point Non the object•s Cartesian representation 

must have a value strictly between O and 2*ract2. The distance 
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d remains invariant over all further movements of the sum object 

until Otak executes a ietgo action fellowed .by a slide action • . 

When d < root2 it is clearly possible to ~osition the sum object 

such that the pcints u and Nin the Cartesian representations 

lie in the same square of TABLE. Conseguently it is possible 

for the digital represe~taticn of Utak to coincide vith a ~guare 

in the held object's digital representaticn. This is cf no 

ccncern while Utak continues to hold the object since it does 

net affect the ccmputaticns involved in pusbtc and turn actions. 

The problem arises if this situation occurs immediately before 

Utak lets go of the abject. Suppose he lets go and then tries 

to execute a slide action. The slide routine finds that Utak•s 

starting point lies within a square belonging tc the digital 

representation of an obstacle, and therefore fails! .If there 

are empty TABLE squares next to Utak 1 s square tben the following 

procEdure handles the problem. 

1. let the value of EUGSQUABE be the coordinates of the TABLE 
square cur~ently CCCUfied by Utak, let OLDBDGSQUAilE bE the 
value of BUG SQ DA BE at Utak' s pre vi c us positioa., let 
EOGl!lARK be thE colour assigned tc tJtak•~ digital 
representation on ~ABLE, and let OVEBLAY be the overlying 
colour of the EUGSQUARE. The value of OVERLAY is the 
colour empty except when the BUGSQOABE is within the held 
object•s digital representation. 

2. After a pashto or turn action, first draw the grasped 
object, tben set 

3. I£ Utak 
OVFELAY 

Compute 

is 

OVEliLAY = COLOUE-OF (.BUGSQUARF) 
COLOUR-OF(EUGSQ0ABE) = BUGMABK 

about to execute a slide and if 
=, empt_y, thEn do: 

CCI.OU B-OF (EUGSQ OABE) : €mpty 
OtDBUGSQUARE = BUGSQOABE 

the result of the slide. 
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If achieved position still lies -within OLDEUGSQO HiE 
.lliJl COLOUB-OF{CLDBUGSCOABE) = EUGM~RK 
else COLOU.B-OF (OLDBOGSQUA.RE) = CVEELAY 
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This procedure has provEd sufficient in Fiactice but does 

solve the problem in general. In fact the digital 

representation of atak can lie arbitrarily far within the 

digital representation o·f the held object. This can arise if 

tbe~e is a long straight "ca.nal1' of width strictly tet-ween 1 and 

2 units in the object's Cartesian representation. Let the canal 

have length n+1. In one position cf the object the canal may 

lie astride a column of sguares. Then Utak coald slide to the 

h€ad of the canal and grasp the object there. In another 

position of the object tbe canal may not Etraddle any ,hcle 

TABLE squares, so that the canal does not aFpear in the digital 

representation. Now suppose that otak has grasfed the obj€ct in 

the first type of positicn and has let it g~ in the second type 

of position. When he wants to execute a slide, Utak is 

hoFelessly trapped with n squares or the object's digital 

repres€ntation betw€en him and the empty TAEL! squares outside. 

'Ihi.s is illustrated in f.igurB II:I. 12. 

One solution that immediately springs to mind and can be 

easily i 11ple1Ren ted within the curre.nt TAB!.E'!OP philosophy is the 

following. Before a grasp action can be executed the 20 clcsest 

squares to Utak's square must be empty and some sguar€ in the 

ring cf 24 ne~t closest squares must belong to the object's 

digital repre.sentaticn. This is shown in figure III.13. This 

ensuxes that no point of the subs eguent held cbject lies II i thin 
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FIGURE III .12 

I 

(a) (b) (c) 

FIGURE III.12 - (a) The Cartesian representation of an object, 
with a canal of width 1.5. 

(b) The object positioned so that the canal is 
open in the digital representation. Utak 
is able to slide to the head of the canal 
and grasp the· object there·. 

(c) The object positioned so that the canal 
is closed. If Utak now lets go the object, 
no slide action can get Utak beyond the 
borders of his current digital representation. 
He is trapped. 
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FIGURE III.13 - One solution to the overlay problem is 
shown here. Before Utak can success
fully grasp an object, two conditions 
must hold. (1) The 20 squares of TABLE 
closest to Utak must be empty. (2) At 
least one of the 24 squares forming a 
ring around the 20 closest squares must 
belong to the object's digital 
representation.--



122 

root2 units of Utak's position, and thus that the ahove 

"overlay" frcblem cannct arise. 

Another solution ~culd require that, in th@ Cartesian 

representation of Utak ~nd the objEct ta be held, atak was not 

within root2 units of any edge of the abject. This however 

would require closest edge calculations in Cartesian 

coordinates, a type of calculation that I wi~h tc txy and avoid 

as ~uch as fCssible. 

Now I shall show some examples of the TABLETOP program in 

acticn. 

lil•1•1 .Al! exampl~ of l!BlETOP ~rfctmance 

~he following pages, figure III.14, shew excerpts ficm ~ 

session with TABLETOP recorded during OBC's Open House 1979, 

slightly edited. It sho-ws the state cf the 'IABlE array as a 

human user solved the L-shapE d object p·roble m. The first 

snaf~hot includes a statemEnt of the task, ~hicb is cead by the 

usecr not Utak! The suhsequBnt snap~hots shaw: 

■ an action command issu~d by the user 

• the resulting state of the TABLE array, with tbe BUGMABK 

'*' showing Utak's digital representation 

• the contents of the nine TA.ELE squares in the 3 x 3 a.rray 

centred on Utak. (Thus the centre square shows the 

contents of the OVEBtAY variable.) 

• the typed response from TABLEtOP. 

{I have added comments within braces like this.J 
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> TRANSLlXE A BY (-10 0) i. E. ~OVE IT OP BY 10 UNiTS 

B B B B B B B B B B B B B B B B B B B B B B B B B B B B B B 
B B 
B B 
B B 
B B 
B B 
B B 
B B 
B B 
B B 
B B 
B B 
B B 
B B 
B B B B B B B B B B B B B B B B B B B B B B B B B B 
B B 
B A B 
B A B 
B • A B 
B A B 
B A B 
B A A A B 
B B 
B R 
B B 
B B 
B B 
B B 
B B 
B B B B B B B B B B B B B B B B B B B B B B B B B B B B B 8 

... 

> OK 

FIG-URE 
~ 
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(GRASP) 

I 

B B B B B B B B B B B B B B B B B B B B B B B B B B B B B B 
B B 
B B 
B B 
B B 
B B 
B B 
B B 
B B 
B B 
B B 
B B 
B B 
B B 
B B B a B B B B B B B B B B B B B B B B B B B B B B 
B * B 
B A B 
B A B 
B A B 
B A B 
B A B 
B A A A B 
B B 
B B 
B B 
B B 
B B 
B B 
B B 
B B B B B B B B B B B B B B B B B B B B B B B B B B B B B B 

BBB 

··-
• A. 

> GOT IT! 



(POSH TO 6. 0 H) 

B B B B B B B B B B B B B B B B B B B B B B B B B B B B B B 
B B 
B B 
B B 
B B 
B B 
B B 
B B 
B B 
B B 
B B 
B B 
B B 
B B 
B B B B B B B B B B B B B B B B B B B B B B B B B • l B 
B A A B 
B l l A l l l l B 
B l A A A A l A B 
B B 
B B 
B B 
B B 
B B 
B B 
B B 
B B 
B B 
B B 
B B 
B B B B B B B B B B 8 B B B B B B B B B B B B B B B B B B B 

---BAA 
.lA 

> HIT! 

21 
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25 

(PUSHTO 1.0 i) 

B B B B B B B B B B B B B B B B B B B B B B B B B B B B B B 
B B 
B B 
B B 
B B 
B B 
B B 
B B 
B B 
B B 
B B 

l B B 
B B • A l 
B B 1 A A 
B B B B B B B B B B B B B B B B B B B B B B B B B B A A A 
B B A l A A 
B B I l A A 
B B A A 1 
B B l l 
B B 
B B 
B B 
B B 
B B 
B B 
B B 
B B 
B B 
B B 
B B B B B B B B B B B B B B B B B B B B B B B B B B B B B B 

•• A 
• AA 
•• A 

> HIT! 

I ;: 
I 



(PUSH TO 5.0 N) 

B B BB B B B B B B B B B B B B B B B B B B B B B B B B B 
B 
B 
B 
B 
B 
B A A A A 
B * A A A 
B A A 
B A A 
B 1 l 
B l 1 
B A A 
B 
B B B B B B B B B B B B B B B B B B B B B B B B B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B B B B B B a a B B B B B B B B B B B B B a a B B B B B B 

.AA 
• AA 
••• 

> OK 
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B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
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IlI.~ lli simulated orga.nism Utak and his ,!ssk§ 

1II.1•1 !esigj! considerations 

Now that I have described the simulated envircnmEnt, what 

kind cf crganism should be built to live there, and what kind of 

tasks should the organism te rEquired to execute? These two 

questions are closely linked since, for example, you cannot 

expect a colour blind human to respond tc traffic lights 

correctly unless other cues such as light fosition are 

available. Mere precisely, what kind of actions should the 

organism be capable of executing and what kind of sensory input 

should the organism receive frcm its environment? The Jci.nds of 

input/output allowed to tbe organism, and the liDd cf t~sk he is 

required to solve, both mould to a certain Extent the design of 

the mediating mechanism, er organism-ccnt~cller, that lies 

beti€en input and output. 

Asking these questions of design immediately raiseE many 

factual and methcdological questions. How animal-like should 

the organism be? I.f so, what animal? If not, by 'lllbat ci:iteria 

are the design d€cisions to be made? If the simulated organism 

is to be like some specific animal, exactly ~hat sensory input 

and motot output messages does that animal's brain receive and 

send'? 

Since I am interested in the principles of behaviou:r of 

animals and humans, the organism should definitely be 
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animal-like. The subsequent questions about sensory-motor I/0 

are, unfcrtunately, virtually unanswerable; in no ca~e are all 

the relevant facts for cne interesting animal known. One might, 

instead, fall tack upon the gross bebavio~r of an animal, but 

again 1 in almost no case are all the relevant facts known! 

This situation has recently imRrOVEd. M.J.Wells has 

collected a wEaltb of information about the pbysiclcgy and 

behaviou.r of the octopus { 'Wells, 1978 ], and E.B. Kandel has 

published a compa.ca.ble collection of informatic.n about an even 

simfle:r c .reature, the marine snail Aplysia r Kandel, 1978 ]. With 

a· view to receptor design, I have r:erused various known facts 

a.bou ·t receptors in mammals, including visual receptor densities, 

receptive field sizes, and magnification factors in the brain. 

One has to :c:esort to criteria of elegance, naturalness, and 

finally, in the AI approach, on the criterion of computational 

f easi.bili t y. T.his is in contrast to most ether exFeri11ental 

sciences, where the final arbiter is experimental feasibility. 

My attitude was well put by the philosopher Daniel Dennett 

whEn be wrote [Denn€tt,1978,p.104] 

" cne does not want to get bogged down with technical 
problems in modeling the cognitive eccentr.icities of 
turtles if the point of the exercise is to uncov~r 
ver~ general, very abstract principles that vill 
apply as we.ll to the cognitive crgani:zation of the 
most sophisticated human beings. So why not then 
make JU2 a whole cognitive creature, a Martian 
three-wbe-eled iguana, say, and an environmental 
niche for it to ccpe with? I think such a project 
.£QU1_g teach us a great deal about the deep 
principles of human cognitive psychology, bat if it 
could net, I am quite sure that most of current Ll. 
modeling of familiar human mini-tasks could not 
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either. " 

Utak is my three-wheeled Mar-tia:n iguana and TABLETOP is his 

niche • 

.m-1•1 lhe ~~nsory-motor capabiliti~ of Utak 

Utak can move in a straight line, he can grasp a movable 

object. and he can push, turn, and letgo a held object. BE has 

five motor outputs, only one of which is activE at once. Thus 

the design of his motor output immediately co:ntradicts cne of 

the obvious featui:es of the design of natural moto-r output. 

This is the fact that exactly one output bas to be activ~ to 

execute an action, whereas large numbers of output lines are 

active when a biological system acts. Indeed, an alert 

biological system could .be described as a fattern transducer 

that transforms a never-ending series of input patterns on 

millions of input lines into another never-€nding series of 

patterns on a similarly large number of output lines. This, of 

coarse, is very different from a typical present-day com~uter 

which channels all information through a bottleneck formed by 

the single high-spe€d CPU. It seems unlikely that ~e c~n get 

close to understanding tbe computations occurring in biological 

systems if we allow the "bottleneck" design cf current computers 

to influence our thinking. 

The visual sensory input is somewhat more realistic, 

consisting of 160 input lines from 160 retinal ~eceptcrs. Utak 
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immediate 

The retinal 

fields are arranged as fellows: 64 in a central fovea, 48 fields 

each 4 times the size of a foveal field in an interm€diate zone 

soixcuuding the fovea, and 48 fields each 16 timEs the size cf a 

foveal field in an outer, peripheral, zcne. Each retinal cell 

~egisters a 3-bit graylevel, or integer in the range 0-7, that 

reflects the ratio of object to total area in the part a .f the 

tabletop covered by the cell's field (figure l.l). The colour 

of an object is ignored. A set of 160 gra1levels constitutes 

cne retinal impression. Object colours can ~e sensed via a 

tactile impression, which consists of the colauI~ of the 8 

adjacEnt squares tc Utak. 

the Utak simulation 

impression each time Utak 

computes a 

comes to a 

ne ·11 re tin al and tactile 

halt. To do SC it 

superimfoses the 

Uta.k's digital 

array of retinal fields en TABLE, centred on 

representation, and computes the graylevels 

the TAEL! array. An action by Utak will be directly ft:om 

reflected by a change in the retinal 

digital representation of, Ota.k or 

impression onl1 if the 

of an object held by him 

changes. More scphisticated Tisual sensory s1stems are easy to 

propose, but this one is computationally cheap and has sufficed 

sc far. 

The concepts of speed, mass, acceleraticn, a~d mcaentum 

have not been i~plemented. As th~ reader will see, the attempt 

to design an organism-ccntrcller for this simple world raises .3.n 
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ample range of 

perception and 

interesting and 

action 11ithout 

funda11ental 

the addition 

problems in 

of these extra 

features. Nonetheless, the distance between successive retinal 

imfressions may be viewed as a measure of SfEed if one assumes 

that retinal impressions are received at a ccn~tant rate. 

l~I-1.] Examples ~i Uta~ ~eosory-motor e!E~rience 

Figure lII.15 sho~s the retinal and tactile impressions 

received by Utak immediately prior to the firs ·t few ac·tions in 

the perfcrmance cf secticn III.1.3. 

111 -1•.!! ..Ellmi;;le§ g ~s ill Uta! 

Here I present a list of tasks, in English, which 1 would 

expect a competent organism-controller for Otak to be able to 

handle. Their method of presentation to Utak•s 

organism-controller will te descri.bEd in sec-ticn IV. 2. 

"Go to the northeast corner" 

"Go to the ne:rt rccm" 

"Go to the squar-e" 

"Go round the sguare and return" 

11 Push the square into the northeast corner" 

"Push the square into the next rocm" 

"Push the brick through the door" 

"Push the brick axound the corner" 

"Push the t-shaped object into the Dext room" 
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FIGURE III. 15 
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ihen a compass direction appears in the -task statement th.is 

re£ers to Utak•s cwn lccal orientation system, which need not 

coincide with the TABLETOP orientation. It is initialized ~hen 

the first retinal impresEion is received. Whatever directicn be 

facing at that time becomes north in his orientation system. I 

do not claim to have a system or even the cutlines cf a system 

that can handle all these tasks; I am presenting this list here 

to show t.be ultimate design goals .for a rol:ot-controller for 

Uta.k. 

III.] .!.n extension ~nd ~ generali2atio.!L§ cf TAELETOE 

The purpose of this section is to discuss issues that arise 

from the design of TABLE-TOP. These ar-e not ger lfane to t.h e main 

argument of my thesis but are of scme inte~est in their ovn 

right. T.hey are al.so relevant to questions in automatic 

ass 1: 11.bly. 

The first issue concerns exactness. Bew accurate is the 

TABLETOP simulation, and how, if at all, could it be -extended to 

achieve exactness? For the moment I wili assume that the 

referent for the te.rms "accuracy 11 and "exactness" is the usual 

Cartesian representation of shapes, using real numbers 

represented to a limited precision in some ccmputec. The mction 

of an cbject may, in the ~erst case behavicur of TAELETOE, be 

halted if a point of th€ moving object comes within roct2 of a 

potential obstruction, whet.her or not a collisicn would occur in 
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the Cartesian representation. This can cccu:t if an edge of the 

otstacle intersects a TABLE square arbitrarily close tc one 

ccrner and if the path cf Utak, or a point of a held otjEct, 

intersects the same TAEL"E square but arbitrarily clcse tc the 

diagcnally OEfOsite corner. The TABLETOP ccllision point may be 

arbitrarily far from the Cartesian collision point, or even 

11orse, the TABLETOP collision point may not correspond to a 

Cartesian ccllisicn pc.int. These cases can arise if the line of 

apptoach of Otak, or an object, makes a nea.r-zero angle vi th a 

pctential obstructing edge. 

Hov can this state of affairs be remedied? In describing 

the possible cures I r€strict attention to the case of a mcving 

pcint {Utak) approaching an object. 

The first cure is this. In the course of projecting 

objects cnto the TABLE array, whenever a TABLE s~uare is entered 

by an edge a fointer back to thE traversing edge is stored at 

that square. If a square is entered by several edges a pointer 

is stored for each edge. Then each time the path of Utak 

encounters an obstructing square on the TAEL!, the Cartesian 

representation(s) of tbe edse(s) which causEd this square ta be 

marked as an obstruction is (are) retrieved. Then the Cartesian 

coordinates o.f the collision point, if any, a.re ccmpu-ted bJ any 

standard li,ne intersecticn algcrithm. 

!he second cure is based on the idea of repeatedly 

projecting Cartesian representations onto the TABLE at higher 

and higher scales of magnification, each tim-e re-determining the 
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obstructing squares. The process halts ~hen the collision 

pcint, if any, has been found to within the required accuracy. 

I call this the focus method. 

ter11inclcgy. 

To explain it I n€ed some 

A .£-representa·tion fR,C) is a collection E of Cart-esian 

representations of on€ or more distinct objects, using some 

coordinate system c. A coordinate system C is obtained by the 

aFplicaticn of a seguencE of rotation, translation, and scaling 

ope i:::a tions to some fi.xe d initial coordi.na te syste 11. Let a 

window w on a c-representaticn (R,C) be a rectangle of any size 

or crientaticn. say that a c-representation (R ,C) has been 

tabled ,!ith respect ..1Q A given window W if 

a) 

b) 

c) 

All parts of R that lie wholly outside w are removed and 

any line s,egment of B that intersects an Edge of w is 

replaced by a line segment that terminates at that edge. 

In computer graphics terms, B is c1ipFE.Q. 

The coordinate system C is transformed into a new system 

by 

• rotating it into alignment with the edges of w, 

• moving the origin to the centre o·f 111 , 

• aFplying scale factors, one in each coordinate 

direction, so that the sides of w coincide with the 

sides of TABJ.E. 

The c-representaticn (R ,C) is projected onto 'IAELE. 

suppose the coordinate system c• is the result of applying 
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to a coordinate system c a series of several rotation, 

translation, and scaling Oferations as in b) above. such a 

series can always be reduced to one rotation, cne t.carslation, 

and two scalings. Let C be a unit square in C 1 • Let Q 1 .be. the 
-

rectangle in C that is obtained by applying to Q, in reverse 

order, the inverses 0£ the operations in the series. Then the 

rescluticn of the cocrdinate system C' is defined to bE the 

maximum of the lengths of the sides of Qin the original system 

c. 

I can now describe more precisel_y the focus method fo.r 

finding as accurately as desired the collision ~oint, if any, 

between Utak 1 s intended path a.nd an obstacle. Let R be the 

collection RO of tbe original Cartesian representations of all 

t.he objects and the verge in the envi.ccnment, let C be the 

original coordinate system CO, and let w coincide with WO, the 

sides of TABLE. Let e be the resolution .regui.red. 

CP1. 

CP2. 

Table the c-representaticn (B,C) ~ith respect tc the 

~indow w. Let tB•,c 1 } be the new c-representation. 

Find all potential obstructing TA.ELE .squares along 

Utak' s intended pa th. If the re are none then exit with 

the message "no collision found". otherwise, if the 

resolution of c' is less than e, then ccmpute the pcint 

cf ccllision of thE intended path witb the first 

obstructing square encountered. Find tbe coordinates of 

this point in the original coordinatE system co and exit 
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with these coordinates for the FCint of collision. 

othervisE, ccntinue. 

Take the smallest rectangle W' that i~ aligned with the 

direction of motion of Utak and that contains all the 

fCtential obstructing squares found in step CP2. Let 

(B,C)=(:B',C'), the window W=W', and go to ste{l CP1. 

A magnitication always occurs at step CP 1 if the new liindow 

w• is smaller than the Frevicus window w. The rEctangle w• will 

a1ways be aligned with tbe coordinate axes except, possiblJ, the 

first time that CE3 is executed. ~hus a rotation is executed in 

stef CP1 at mcst once. 

This rotation, permitted by allowing the window W' in CP3 

net to be aligned with the axes, is necessary to handle one 

special type cf case. Namely, the case where the potential 

obstructing squares form a diagcnal across the TABLE array, as 

can happen if an edge and Utak•s path both extend appro~imately 

corner-to-corner and both Ii€ approximatel1 parallel to each 

other. A window aligned with the axes would net, in this c3se 1 

be smaller than the current window, and consequently no 

magnification could occur. As a r~sult of this single rotation, 

the intended Fath of Utak is always parallel to cne of the axes, 

say the vertical. 

Suppose the TABLE grid has n unit squares along each side. 

Then the rectangle W' of CP3 will have horizcntal width one in 

every execution of CP3 after the first, since all the squares 
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intersected by a vertical linE lie in a single column. The 

hcri2cntal scale factor in CP1 vill therefore be Din every 

ezecuticn of CP1 after the second. Since n is an integer 

greater than 1, a horizo.ntal magnification occurs in every 

execution of CP1 after the second. 

This may seem like a ccmputationally expensive m~thod to 

use. One r~ason I have sketched it out is because, if the 

c-representation consists only of convex shapes, the projection 

onto TAELE can be done very fast vith scme simple para1lel 

hara ware. If such bardvare was available, this magnification 

method might become feasible. Another reason is that this same 

method, in simpler form, can be used to solve linear programDing 

problems in any dimension. A final reason is that an extension 

ox the focus metbod is used in SHAPE, the spati.a.l planner in the 

organism-contcoller of Otak. 

~he parallel hardware required consists of one component 

for each TABLE square. Given a line L, its coordinates are 

broadcast to every component. Each ccmFonent computes whether 

its corresponding TABLE square lies to the right of, to thE left 

of, or is intersected by, the line L. Let this computation take 

one time unit. Then the prcjecticn of a convex shape S bounded 

by m lines takes m time units, one for each line, plus the time 

for cne extra AND operation by each ccmEonent. !he AND 

operation is this. If a TABLE square lies to the right of, or 

i~ intersected by, every line of the shape s, th~n the 

corresponding ccmfonent signals "inside S"; otherwise the 
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ccmF c nEn t signals "outside s "• 

one ether guestion n~tura1ly arises. Can the design of 

TABLETOP be generalized to three or higher dimensions? The 

answer is yes, provided the projection of an n-dimensional 

convex polytope onto a generalized TABLE ar~ay can be computed. 

The generalized TABLE consists of an n-dimensicnal array of unit 

hyper-cubes. The scan-table technique used in 'IAEL.E!OP for 

projecting a convex polygon onto the TABIE does not E3sily 

generalize ton dimensions. To apply the scan-table technique 

it must be easy to ccmpute which hyper-cubes a h:yper-plane 

passes through. In three dimensions this is the problem of 

determining, for each face of a polyhedron, ~hich unit cubes the 

face intersects. When thE face is oblique to all the coordinate 

axes there is no simple algorithm corre~ponding to the 

line-tracing algorithm in two dimensions. Thus the scan-table 

technique does not seem to generalize. However, the method 

sketcbed above for computing in parallel the projection cf a 

ccn vex polygon onto TABLE generali.zes easily. Por each 

hyper-plane one simply computes in parallel, for eaclJ., unit 

hyper-cube of the n-dimensional array, whether the hyper-cube 

lies to the left of, to the right of, or is intersected by, the 

hyper-plane. One final 1\ND operation for eac.b hype:r-cube 

ccnfletes the ccmEutaticn. 

This method can also be used to CCIFUte the hypexcubes 

sweft cut bJ a leading hJper-plane in the course of a 

translaticn, or to ccmpute the segment of a hJFer-sphere 
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{generalization cf a doughnut slice) swept out by (a part of) a 

hyper-plane in the course of a rotation. In this latter case 

one has to compute whether a hyper-cube is inside, outside, or 

intersected .ty the surface of a hyper-sphere. Thus th~ tasic 

TABLETOP method can he generalized to higher dimensions. 

+ + 

1n this chapter I have describ~d the design of the TABtETOP 

sim ulaticn sy .ste11, and gone into suf·ficie nt detail that the 

essential problems to bE handled in aD implementaticn are clear. 

I have alsc shown how this design could be e~tended to attain 

more accurate collision pci.nts, and how the two dimensional 

tabletop could be gen€ra1ized to three or mo.re dimensions. In 

particular I introduced the focus method for obtaining more 

ace ura te collision points. This will rea ppea.c latet: in the 

design cf SHA~E, the spatial flannEr. 

In conclusion, considerable programming effort is required 

to simulate an environment as simple as a tabletop. The 

advantages of such a system are that some of the problems 

associated with real wcrld slcppiness 3.re avoided, no additional 

hardware is required, and tbe sensory-motor expEriEnce cf a 

prototype organism-ccntrcller is easily repi:cd ucible. ln the 

next chapter I d@scri:he a class of algorithms fundamental tc the 

functicning cf the organism-controller. 
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.£H.APT]j ll 

TOiABDS Ill DESIGN OF l EOBOT-COH1~0LLEE 

The purpose of this chapter is to preseDt an apFroacb to 

the design and implementation of a robot-ccntroller for Otak. 

As described in the introductory chapter, any such de~ign !eems 

tc reguire two parts, a data part callEd the vcrld model or 

ccgi:i ti ve map and a process pa rt called the action cycle. , '!'his 

latter consists of a loop containing the three subptocesses of 
-, 

percepticn, Elanning, and action. 

~he chapter is structured as follows. In the first section 

I present an analogy that is useful in approaching thE ptctlem. 

in the second secticn I Fresent the parts required of any 

robct-cont~oller and in the third I present a scenaric of the 

behaviour vhich any ccmplete robot-contrcller .for Otak should 

disrlay to be acceptable. In the fourth sectioD l: describE the 

pxcgress made in one approach to tle design and i•~lementation 

of a robct-ccntxcller, and in the last secticn 1 descrite an 

alternative approach to this problem. 

!.!•1 J!l analog:£ 

I start with a thu•lnail sketch of thE well-knovn analogy 

between the scientific method and the precess of perception 
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since this was the starting pcint for my design of the 

organism-controller. Consider an experimenter investigating 

scmE phencmencn. He or she wants to understand the Fhenoaenon 

and proposes an hypothesis. To test its validity this 

hypothesis is us~d to predict what will te observed if certain 

acticns are dcne 

experiment and makes 

almost exactly as 

an experiment. He or she carries out the 

observations. If the cbservations are 

predicted then the experimenter's degree of 

ccnfidence or belief in the hypothesis increases. One then says 

that the hypothesis e'Xplai..!l.§ t.he observations. If the 

observations are not as predicted but the hyfcthesi.s can- easil_y 

be scdified to accommodate the observations, e.g • .by cha:ng ing a 

parameter, then the degree of confidence remains as before but 

in an improved hypothesis. If the observations are not as 

predicted and cannot be accommodated by simple parameter 

adjastment then the experimenter makes a strnctural change, if 

possitle, to enable the hypothesis to acccmmodate them. If 

th€re is still an otservatio~ which the exferilnenter cannot 

currently explain by an hypothesis then it i~ noted bnt 

otherwise ignored. With this new hypothesis, or oid hypothesis 

with higher confidence, the experimenter designs ancther 

experiment and makes mor-e observations, accommodates the 

hypothesis to these, and so on. Eventually the hy~ctbesis ~ill, 

in principle, be so well adjusted to the o~servations tbat the 

hyfothesis will te generally accepted 3S a ~~eful description of 

one aspect of Nature. Tie hypothesis will be consistent with 
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all t.he o.bservations so far, o .r in ether words may .be rega.cded 

as thE truth it that particular time and place. 

Note the pragmatic nature of science: vhatever theory is 

most satisfactory at a particular time is used as a basis .for 

acticn. For instance, Newtonian mechanics was an acc~ptable and 

immense! y successful tlieory even though it was kno wti t.ha t it 

could net exFlain the precession of the perihelion of Mercury. 

Now return to lltak in bis simulated vcrld. At all times 

Otalt maintains an hypot.hesis a.bout the world, called the .l~ 

~1- Each pa.rt of the world model has an associated degree o·f 

confidence, and these degrees of confidenc€ 1a1 vary from time 

tc time. In general the degree of confidence associated with a 

particular part ijill increase with time; only th€ occurrence of 

scme quite unusual event will cause it to decrease. The 

experimenter is Utak; the phenomenon to be explained is the 

external wc1:ld; the obse·r,ations, or pieces cf evidence, are 

provided by the series of sensory impressions impinging on Otat; 

and any hypothesis or world model must be ccnsistent, as far as 

possible, with the series of senso1:y imfressions. At the very 

least, the current world model must be consistent with the most 

recent sensoxy impression. 

In this analogy, ~erception is the act cf acccmmodating the 

woxld model to explain the current sensory imfressicn, ~bile 

maintaining consistency as far as possible ~itb previous sensory 

impressions. WhEn the.re is no externally impcfed task, £1.snning 

is deciding on an experiment to gather mete evidence to 
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cor.roborate the current vorld model. Acting is simpl_y cai:::rying 

out the planned actions. Each act will be executed with a ~peed 

depeDdeDt en the degrees of confidence associa1~d ~itb the farts 

of t.be current world model most relevant to this par·ticula1: act. 

If all parts of the hypothesis bavE been corrclorated to a high 

degree cf confidence tben it may seem to Utak that hE knows the 

whole iorld, even though in actual fact there may be 

considerable difference between his hypothesis and tbe curtent 

state of TABLETOP. In other words he may still he mistaken even 

whe.n he seems to know otherwise. 

If there is an externally imposed task ihich atak must 

perform then provided the current hypothesis has scme ovei:::all 

miDiaal degree of belief, Utak will ccnstruct a pla~ to 

acccmplisb the task on the basis of this hypotb~sis. Any 

senEory impression received while carrying out t.his J;lan m c E. t be 

acccmmodated by the hypothesis. This continual cycle of 

perception, planning, and acting is, of ccurse, the action 

cycle. ihen Utak is given a task be fir~t assumes a default 

wcrld mcdel, then opens bis eye a:nd receives the .first retinal 

impression. , Be interprets this first sensory imi:ressicn and 

modifies the default world model to accommodate it. Then he 

interprets the task statement in terms of this world aodel, and 

passes ccntrcl tc the planner which makes at initial plan to 

acccMflish the task. An act is decided on by examining the 

first few actions of the plan, and executed. !hen dnother 

retinal impression is received, interpreted and accommodated by 
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th€ world model, the Flan mcdi.fied if necessary, and the t.e.xt 

act produced and executed. 

This analogy vith science constrasts -wi t.b a naive 

Map-in-the-Head design. In this, spatial kncvledge resides in a 

structure isomorphic to a printed map and ~patial reascning 

occurs when the "mind •s eye" examines this structure. such a 

profosal begs answers to many questions, tbe most imfcrtant of 

wbicb is, fErha~s: Who draws the map? This is ansiered bj the 

analcgy with the scientific llethod: By a precess of hypothesis 

assumption and modification, using partial evidence presented 

thrcugh the senses. 

lV.1 lli parts of~ organis~-ccnttcller 

Any complete organism-ccntroller for Utak must contain at 

least the ·following program steps. These can be stated her~ 

without specifying data structures or processes. All that is 

needed is a world model, a way to receive a retinal impre~fion, 

and an action ef.fector. 

INITIALIZATION STEPS 

1. set the current world model equal to scme default world 

model. 

2. Receive the first retinal impression. 

3. Analyze the retinal impression into regions and bcrders. 

4. Interpret the regions in the retinal imfres~icn and 

identify the image of Utak in the retinal impression. 
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s. Modify the default wcrld model to be ccnsistent with the 

interpreted retina 1 impression. 

6. Accept a task and intErpcet it in terms cf the 110.rld mcdel. 

~1. AJ! 

This may require substantial mod if icaticn of the world 

model, for instance the addition of an cbject if o~e is 

mention€d in the task but no object is "visible" in the 

current retinal iapression. 

7. Construct a plan to achieve the task, using the spatial 

planner. 

ll] ACTION CYCLE 

19 

a. Test whether the task is complete. If so, s-ToP. 

9. Decide on the n~xt action to takE, by exaaining the 

initial porticns cf the plan and the degrees cf 

confidence associated vitb thosE parts of the wcrld 

model close tc the planned actions. 

10. E:xecute the next action and recejve the ne.xt retinal 

impression. 

P.ERCE_IVE 

11. Interp.cet the nev retinal impression en the _basis of 

the current world model, and modify the world model as 

necessary to ~ake it consistent with the current 

retinal impression • 

.Ill] 

12. Is the plan still viable'? If so go to a. 
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13. Otherwise, re-ccmpute all or part of tbe plan, as in 

step 7, and go tc 8. 

The pa.rts of the action cycle co.rrelate with figure I.6 as 

£cl lc"s• 

Steps 8, 9, & 10 are carried out by ACT. 

Step 11, "perceive", is carriEd out by ACCCH. 

Steps 12 6 13 are carried out by SP~!N. 

A task statement as reguir~d in step 6 is assumed to be 

presentEd as two parameterized world models, a starting and a 

gcal world model. l'or example the wcrld mcdels corresponding to 

the task •push the square object into the next xcom" will have 

two tocms, a square obj€ct, and a connecting doorway, the only 

diffe.rence between the start and goal world mcdels being in the 

~csition of the square objEct. The problem in step 6 is to 

reccncile the currently assumed default world model with the 

~ocld model implied ty the task statement. I make this 

assumpticn to circumvent the handling of natural language input. 

ll•J ll!~ .s2al bebavio~ !.£! fil! .Q.tganism-cont1:cl.ler 

The intended meaning of some of the task statementE of 

rII.2.4 (page 134) is illustrated in figure IV. 1. This shows 

the intended situations tefore and after each task but doe2 not 

indicate how the world model cf Otak might change while 

executing a task. A detailed scenario of the intended beh~viour 

of Otak as be carries out one task appearE jn figure rv.2. It 

IV ■ Tcwards the design of a robot-controller 
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starts with a summary on the first page (a), sboving hov the 

many pagEs cf this fjgcre relate to executions of the action 

cycle. 

In the initial TABI.!TO'P situation S-1 (l), Utak is located 

in the are¾ cf the scuth1est corner, a square object lies in the 

ncttbeast corner, and tvc thin horizontal obstacles separated by 

a s•all ;ap are in the east hali of the ta!letoF• The actual 

tatletcF or "teem" dimensions are 40X40. 

~be default world model assumed by Utak before opening his 

eye is a sguare room of dimensions 36X36 CEntred er him ~). 

T1E first retinal i•~ression is shovn in (d) with the preferred 

line-segment interpretaticn superimposed en it. When this 

interFretation is reconciled with the default world acdel, wa-1 

iE cbtained (e), containing a single small otjEct object 1. then 

th€: task statEment is received (f), which really consists of two 

s~btasks. Since there already is a square object, object1, in 

the current wcrld model W!-1, this is immediately identified as 

the sguare cbject cf the task statement. Th~s no mcdification 

to i~-1 is required by the task statement. If the stateaeDt had 

included, for instance, "go between the sguare and the L-shape" 

ther. an L-shaped object would have bad to be hJFOthesi2ed in a 

fosition beyond the area covered by t~e retina. A path is 

planned in the vcrld model and a first acticn decided on (g). 

7he size of the acti~n, or equivalently the distance tra~ell~d 

tEtiEEn retinal i•~Ies5icns, is proportional to the confidence 

with which the structure of the world ■ cdel is kncwn. This 

IV ■ Tovards the design of a tobot-conttoller 



FIGURE IV.2(a) Executions of the action cy::le. 

(b) Initial situation s-1. 
(c) Default world mod~l WM-0 
(d) First retinal impression :l! I- 1 
(e) First world mod~l WM-1 
(f ) Task st at em en t 
(g) First plan, PLAN-1, and fir~t act AC!-1 

(h) New situation S-2 
(i} Next retinal impression RTI-2 
(j) World model iM-2, plan FLAN-2, act ACT-2 

(k) Situation S-J 
(1) Retinal imprPssion R't'I-3 
(m) World mod~l WM-3, completely ne~ pl3n PLAN-3, act ACT-3 

(n) Situation S-4 
(p) Retinal impression RTI-4 
~) World model WM-4, plan PLA~-4, act ACT-4 

(r) Situation s- 5 
(s) Retina 1 i m pr-ession 2TI- 5 
( t) W or 1 a mode 1 W i1- 5 # p 1 an PLAN - 5 , a c t Ac': - 5 

(u) Situation S-6 
(v) Retina 1 impression BT I-6 
(W) \Jorld modal W:1-6, plan PLAN-G, act ACT-6 
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FIGURE IV.2 (c) The default world model WM-0. 

a 

A 

FIGURE IV.2 (e) The world model WM-1 after the 
first retinal impression RTI-1 
received. 

154 



FIGURE IV.2 (d) Retinal impression RTI-1. 
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This shows the gray levels received by Utak's 
retina from the TABLETOP world. The central 
'7' is the image of Utak. The overlaid dashed 
lines show the line-segment interpretation. 
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FIGURE IV.2 (f) Task statement "Go round the square object 
to the south-east corner". 

This may be translated as: 

□ 

"Find a square object." 
"Keeping the square object on your right, 
to to a point near the square object on 
the side away from your current position." 

"Still keeping the square object on your 
right, go from this point to the south
east corner." 

□ 

A 
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FIGURE IV.2 (g) PLAN-1, ACT-1, superimposed on WM-1. 
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The thickened lines correspond to the line segment 
interpretation of RTI-1. The other segments forming 
the boundary of the tabletop are hypothesized. 
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FIGURE IV.2 (i) Retinal impression RTI-2 
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The predicted graylevels are inscribed in the top right 

hand corner of all but the foveal retinal fields. The 

predicted line segment interpretation is shown by the 

overlaid dashed lines at the left hand side and at retinal 

field(•). The only difference between predicted and actual 

graylevels occurs at (~); this results in a new line 

segment interpretation ove,rlaying, both fields (_,,) and <p). 
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FIGURE IV.2 (j) World model WM-2, with PLAN-2 and ACT-2. 
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The position and shape of object 1 have been updated - it 
is no longer a square object. The previous plan, PLAN-1, 
had to be modified slightly. 
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FIGURE. IV.2 (1) Retinal impression RTI-3 . 
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The actual gray levels differ in several places from the 
predicted gray levels (in the RH corner of each field). 
The row of O's across the top forces the north verge out 
by four units. The 2 and 6 in the top RH corner forces 
the introduction of a new object . . Finally, the several_ 
differences at middle right force another change in the 
shape of object 1. 



FIGURE IV.2 (m) World model WM-3, with PLAN-3 and ACT-3, 
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The north verge moved out by four units; object 2 is 
new and is square while the old object 1 can no longer 
be considered square; therefore, object 2 is assumed 
to be the square object of the task. 
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FIGURE IV.2 (p) Retinal impression RTI-4 • 
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The gray level differences on the right-hand side 
force ·the east verge to be moved out by two units, 
and a new object, object 3, to be introduced. 
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FIGURE IV.2 (q) World model WM-4, with PLAN-4 and ACT-4. 
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FIGURE IV.2 (s) Retinal impression RTI-5 • 
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Once again, the gray level differences on the right
hand side force the east verge out by two units and 
a change in the position and shape of object 3. The 
gray levels for object 2 (just below centre) were 
exactly as predicted. 
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FIGURE IV.2 (t) World model WM-5, with PLAN-5 
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FIGURE IV.2 (v) Retinal iJnPression RTI-6. 
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The predicted gray levels are ~ot shown here because 
only one difference between predicted and actual 
occurs: in the Fovea at the left hand end of object 3. 
This forces a very small change in object 3. 
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FIGURE IV.2 (w) World model WM-6. 
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distance can also be regarded as a measure of speed with which 

Utak travels, if one makes the assumFtion that retinal 

imi;:ressions are .received at a constant rate. 

The TABLETOP situation S-2 after the execution of the first 

action is shown in (h) and thE new retinal imfression, B1I-2, 

received fi). The two neighbouring grayleYel values of 2 in the 

uppe.r right hand side are not as predicted by WM-1; consequently 

the fosition and shape of object1 must te changed to be 

consistent with RTI-2, while maintaining consis·tenc:y lfith RlI-1. 

As a result of this changE object1 is no longer square and there 

is same doubt as to whetler it should still be identified ~ith 

the sguare cbject of the task statement. There is, hcwever, no 

other visible, potentially square, object with which tbe task's 

sguare object CQuld be identifed, short of .h:n:othesi2ing one in 

an arbitrary position beyond the aLea that is er has been 

covEred ty tbe retina. Thus the knc~n object1 is retained, for 

the moment, as the task's square object. The new wcrld model is 

WM-2 (j). The original plan remai.ns u.nchanged a .nd anctber 

acticn is decided on. 

The new situation S-3 is shown in (k) and the next retinal 

imftessio·n, RTI-3-, obtained (1). !h.is differs considerably from 

the pre dieted retinal impression. New line-segment 

interpretations are derived and the world model iM-2 modified 

acccrdingly to obtain WM-3 <m). A new .square obj€ct, object2, 

ha.s been found and the sbape of the SUfpO.sed square otject 

object1 turns out to be far f :rcm square. Thts the new object2 

IVa'Iowards the design cf a robot-cont1:cller 
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is assumed to be the square object of the ta~k statement. Also, 

the fcsiticn of the edge of the "room" is net as exFected and 

has to be moved out by four units. The planner is called and a 

new plan from th€ current position of Utak going around ohject2 

and lack to the southeast corner is const~ucted. Since there is 

a gap between object1 and the side of the roca, and since a path 

gcing via the gap should te shorter than going on the ctber ~ide 

of object1, the new Flan goes through this gap. 

Another action is decidEd on and execcted, resulting in 

situaticn S-4 (n) and retinal impression RTI-4 (p). The 

graylevels of ~era along the right hand side ~here fours were 

predicted results in the east side of the rccm being moved out 

by two units. The graylevel of one is interfreted as a small 

objEct object3 against thE east side. Prem the evidence 

presented in RTI-4 alone it would be consiEtent to assume a 

small thin object not quite extending to the edge o~ the retina; 

this inteLpretation is not consistent with tte evidence frcm 

BTI-3 (which is embedded in the line-segment interpretation 

obtained from it), so inst€ad objectJ is assumed. The ne¥ world 

mcdel is il!-4 (g); the plan remains uncbanfed, and an action 

dEcided en and execu~ed. 

The 

RTI-5 (s). 

new situation is S--5 (r), with new retinal impreE::ion 

Again this is not guite as predicted; the east side 

of the room has to be mcved out by two and the position and 

shape of object3 changed. In the accommodated world mcdel w~-5 

(t), the ~l3n remains the same. The next situation S-6 (u) and 

IV•Towards the design cf a robot-contrcller 
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retinal impression RTI-6 are obtained after several intermediate 

acticns. RTI- 6 (v) shows clearly the gap bet ween object 1 and 

object3 ~hich was only deduced frcm previous retinal impressions 

and the current world model WM-6 (w) correctly reflects 

situation S-6. Thus in this example no mot:e acco11modation can 

cccur 1 so the remainder of the plan will be executed· ccrrec ·tly. 

I V.i j first a12i:.roach !.Q implementation 

The idea is to take seriously the analcgy bet~een science 

and perception. The world model consists of a collecticn of 

statements about the shape of the verge, th.e po.;iticns of 

objects on the tabletop, and the shapes of the objects. Each 

statement is to have an associatEd degree of ccnfidence based on 

evidence ccllected from a series of retinal impres5icns. 'Ibis 

degree of ccnfidence is to be used in the acccmmodaticn precess, 

tc .help determine to what ext~nt old statements should be 

modified when new evidence is received. The s ·tatements give 

positions of end-points of lines and other spatial facts in 

terms of a Cartesian coordinate system centred CI! tJtak. A 

spatial problem is to be solved by projecting all or part cf the 

world model onto a screen -- Utak's map-in-the-bead 

solving the problem there and translating the solution 

then 

the 

plan -- back into the Cartesian coordinate system. At all times 

there is a world model and a plan, even though initially these 

may be simple defaults. 
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The implementation of these ideas was approachEd in the 

order given by the list cf program parts in rv.2. step 6, 

reccnciling a world model with a task statement, ~as initially 

ignored on the basis that I could get ty with simple 

path-finding problems that did net require reccnciliation of two 

world models. · Steps 1-5 were accom~lished and then ste-p 7, the 

inplementation of a spatial Elanner, was tackled. I found that 

current techniques for path-finding were net really ~atisfactory 

for my pu:poses and that an ap£=roach basEd ell the use of the 

ske]etcn of a shape fromised to be useful. This woik is 

dEscribed in the next chapter. 

First I will desc~ibe the wcrld model. 

ll•~•l Qefiniticn cf the wcrld ~gdel 

The data structure for a world model corsists of a tcee of 

node~ linked by relaticns. The root of the tree is a node 

cocLesponding to Utak, called Sorg, which has cne son, $floor, 

corresponding to the floorspace. The sons cf $floor carrESfODd 

tc the isclated objects on the tabletop. The node N 

corresponding to an o.hject may in turn have sens if the sh ap~ of 

the object is complex and is b€st described in a hierarchical 

manner. 

A node corresponds to a shape en the tabletop and is a list 

consisting of the containing rectangle (tiE smallest rectangle 

aligned with the axes that contains the shape), the actual 

boundary shape as a circular list of straigh t-li .ne segments, the 
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shapes of any holes i£ pr€sent, and a subli~t consisting of the 

relations between this node and its descendants in the tree, if 

any. Each node has its own coordinate system, and a relation 

between t-wo objects specifies the translaticn and 1:o·ta tion 

required to get from the coordinate system of cnE node to the 

other. A relation is simply a list (node1 ncde2 o:ffset) where 

the cffset is a triple ccnsisting of the x- and y-translation 

and the .rotation to get frcm node1' s coordinate system to 

node2 's. In the i mplementat.ion so far, the ccta ticn has always 

CEED 2erc. 

Ey specifying the world model in this maTiner it is eas1 to 

mcdify the world model tc reflect the mction of Otak or the 

motion of an object caused by t.he motion of Utak. llll that bas 

tc be done is to modify one relation. This tree representation 

can also b€ osed to specify a complicated shafe in increasing 

levels of detail. Figure IV.3 shows the wcrld nodel tree for a 

tabletop situaticn. 

11 .. _g.1 Perceotion: accommcaati.Q!! tc the first retinal impressi.Q.B 

ihen a retinal impression has been received it must be 

analyzed to find those rEgions wbich represent Sface and those 

which .represent o.bjects er verge. Then the abject regions must 

be distinguished from the verge regions in an interpretation 

stage sc that finally the world model can be modified to 

accommodate (explain) them. The next three sub-sections 

describe these cferaticns (steps 3,4,5 of IV.2) • 
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ll-~•l•1 Eds~ ~nd regicn f i ndil!,g 

A region in the retinal impression is a connected .set of 

retinal cells wh1:re all the cells have 3. zei:o graylevel, or else 

all have a non-zero graylevel. A connected set en the retina is 

definEd using edge-adjacency. Tvo cells are m~ adj~c~nt if 

they have an edge or part of an edge in common. Thus diagonally 

adjacent cells are not edge adjacent. A regior is ccnnected ~f, 

fer any two r€tinal cells in the region, there is a chain of 

€dge-adjacent retinal cells which starts at one of the given 

cells and finishes at the other. Tbe border between tijo regions 

has a direction associated with it, such that a turtle, crawling 

along th€ bcrdEr in this direction, ~cold alvays find the 

non-zero region on its right. Thus the (outer) boundary cf a 

region with a non-zexo gra_ylevel would be traversed by the 

tnrtle in a clock w.ise direction and any other l:ounda.ry (i. E. a 

hole) cf the region wculd be traversed in a counter-clockwise 

direction. 

is 

o-f 

The basic building block for finding tbe edges of a .region 

the "inter-cell-edge" 

retinal cells where 

UCE) which js created bet~een ani pair 

the graylevel of one is zero and the 

graylevel of the other is ncn-zero. A first scan of the retinal 

impression produces all t.he connected regions and marks the 

position of each ICE with a data structure linked to each ~€mber 

cell cf t.be ICE. 

The next operation links the ICEs of one region into cne or 

mere disjoint circuits. since more informaticn is needed for 
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later grouping operations., when a.n .ICE is being traversed 

several extra pieces of information are added: the direction of 

travecse (NE S ij), the graylevels of the cells cf the ICE, and 

the sizes of these cells, the result being called a chunk. The 

last two items are neEded later as evidence fox the segment~ of 

the ~orld mcdel. Some IC!s lie along the edge cf the retina and 

special chunks have to be used. 

The linking is done by taking one ICE associated with the 

region in question and iteratively finding its successors using 

the geometry of the retinal impression until a closed circuit is 

fcrmed. If an ICE associated with the region still remains 

unlinked in a circuit th.en another circuit is started. '?his is 

ccntinued until all the ICEs are exhausted. 

Next, a grouping opEratcr traverses each chunk-circuit and 

gxcuFs consecutive chunks having the same ccmfass-direction into 

a segment. A segmen~ is a list 

(pt1 pt2 dirn len type evidence) 

whei:e pt1, pt2, dirn, len, specify the endpts, direction, and 

total length respectively cf a straight line segment. "Tyfe 11 is 

EXTEBIOE or IN~ERIOB depending on whether thE segment coincides 

with an edge of the £€tina or is interior to the retina. 

"Evidence" is a list cf pairs (graylevels cell-sizes) derived 

ftcm the component chunks, shortened by grouping idEntical fairs 

tcgether. 'Ihe meaning cf 11evidence" here is how well the line 

segment was defined by the graylevels in the retinal impresfion. 

It is intended tc prcvide restrictions en how much tbe 
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parameters of this line segment could be changed tc accommcdate 

subseguen t 

the current 

retinal impressions without losing consistency with 

retinal impression.. The end res alt of this 

operaticn is a segm€Dt-circuit. 

Suppose a turtle traverses an arbi trar_y closed circuit of 

straight lines that ncwbere crosses itself and counts 1 for 

every right-handed 90° turn and counts -1 for every left-handed 

900 turn. At the end of the trip the total 11.ill be eith-er 4 for 

a clockwise traverse or -4 for a counter-clockwise traverse. 

This is alsc known a.s the Total Turtle Trip theorem. In one 

final operation, each segment-circuit is traversed once and the 

total turtle turns computEd. At the saae time, the .11a1imum 

numter of consecutive segments that coincide with an edge c:f the 

retina is found. This is called "max-resegs" below. 

The final output of the edge and region findi~g stage is a 

list of regions, wb€re each region has en its p-list the 

g:rl-class, n amber of squares, and a border- list cf one or more 

boxders. Each border is a p-list ~ith properties name, 

seg men t-circ ui t, turtle-turns, max-resegs, and t .he:ir values. 

!1•1:!•1•1 Interpming the first retinal imJ;.res~icn 

In the fovea of the eye a retinal cell ijitb zerc graylevel 

corresponds to flcorspace, and a cell with non-zero graylevel, 

necessarily 7, corresponds to either an object, the verge, cc to 

Otak himself. In the peripheral parts of the eye a retinal cell 

with zero grayJevel may correspond to an area a£ the tatletop 
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which is not entirely floorspace, and. si11.ilarly one vith a 

graylevel of 7 may correspond to an area cf the tabletop which 

is not entirely object or boundary. 

In any one retinal impression the regions of zero graylevel 

ate interpreted as floorspace. Since all floorspace is 

ccnn~ctea, if two or more disccn.nected regicns of zero graylevel 

appEaI in the retinal impression the interptetation must prcvide 

that these are connected. If all the floorspace regions have a 

segment coincident with an edge of the retina then no 3ction 

needs to be done; it is assumed that they are connected outside 

the area cf the tabletop covered by the retinal impression. If 

one of the tvo or more floorspace regions is completely 

surxcunded in the retinal impression by a ncr-2ero region then a 

passage must be hypothesized between the surrounded floorspace 

region and the nearest neighbouring floocsFace region. The 

nataral place to bypothesi~e such a passage, in order to keep 

its length to a minimum, is the line of shortest distance 

bet~een two Iloorspace regions. This line cf sbo£test distance 

can easily be found from the skeleton of the ccmFlement of the 

floorspace regions; this will be described in s ,ecticn V.1:'. 2. 

~he non-ze.ro regions are inte.rpreted as either isolated 

objects or verge. This is straightfor·vard in tvo cases. If a 

ncn-zero region completely surrounds a zero region, and is not 

itself surrounded by a zero region, then this is interpreted as 

the verge of the tabletop. If a zero regicn completely 

surtcunds a non-zero region then this latter regicn is 
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interpreted as an isclated object with a high degree of 

certainty. 

If neither of these two cases hclds th-en the max- resegs of 

the cuter bcundary of the non-zero region (the unigue torder 

~ith turtle-turns=4) is examined. Remember that "max-~e.segs" 

records the maximum number of consecutive segments of the herder 

of the region that coincide with edges of the retina. If its 

value is zero, one or two t .ben the region is irterpreted as an 

isclated object, otherwise as part of the verge • . Figure .IV .4 

illustrates this interpretation scheme. Any intexpretaticn made 
\ 

in this way is subject to revision or a "doable-take" when 

subsequent retinal imFression.s are received. 2l region initially 

interpreted as an isolated object may later turn out tc be more 

cc.rrectly interfreted as boundary, and vice versa. Figure rv.s 

illustrates a possible double take. 

ll•!•~•J Accommoaating the defaul! wcrld model .!s the Jirst 

retin~l impression 

The de.fault world model with which Utak "liakes upu is the 

simi;lest possible: a square floorspace centred on hiE fOSition, 

and containing nc isolated objects. After the first retinal 

im p:ession has been received and interpreted, this wcrld model 

must be modified (acccmmcdated) to be consistent ~ith this 

retinal impression. 

~irst the interpreted retinal impression is exaained for 

what restrictions, if any, the retinal impiesEion places en the 
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FIGURE IV.5 A doubletake. 
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verge is re-interpreted as part of an 
isolated object. 
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actual dimensions of the containing rectangle cf the $floor of 

the ijorld model. one restriction is computed from the retinal 

impression for each side of the $floor1 s containing rectangle, 

and ccnsjsts cf a value and a type. The type may be lNTERlCR or 

EXTEEIOB. If IN~?RIOR, the restriction is defined by a segm~nt 

of the boundary of a floorspace region which is interior to the 

retinal imFreEsion; ccnseguently the position of this sidE of 

the containing rectangle of $floor must be given by the value of 

this restriction~ If the tyFe is EX!EBIOB, the restriction is 

defined by a segment 

which coincides with 

of tbe bounda.ry of a floorspac-e r-egion 

an edge of the retinal impre~sion; 

ccnseguently the positicn cf this side of the containing 

rectangle of $floor must li~ at or beyond (i.e. further N, E, 

s, 0.1: w than) the value cf this res-t:z:ict ion. 7 be de fault 

$org-SflccI offset, initially (O,O,O}, and the sides of the 

containing r,ectangle of the default $fleer, are cc11Fa.red 1rith 

these retinal restr~cticns and modified as necessary tc satisfy 

them. 

No~ that the coordinate origin and containing rectangle cf 

the $floor is fixed, othe~ paLts of the world 11cdel can be 

ccmfuted. The ne.xt item is to derive the actual shape of 

$floor. If non€ of the s€gments of boundaries 0£ floor~pace 

regions ccincide with a retinal edge, or in other vords the 

whole of $floor appeared within the retinal i ir:p:es~ion, th. en the 

boundaries of the flcorspace regions are taken as the shape of 

.$fleer. oth~rvise, only Fat:ts of the shapE cf $floor appeared 
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within the retinal impression. These are the segu€nc€s of 

segments of boundaries of regi~ns interpreted as verge, which 

lie st_rict.ly within the current retinal impression. These 

segm€nt seguenc€s have to be linked up into one continuous 

.segment circuit .by creating hypothetical exte nEio.ns to exiEting 

segments and by adding new hypothetical segments. First the end 

segments a£ each sequence are extend~d to the containing 

rectangle, with the extensions marked as "HYPO" in the evidence 

lists attached tc these segments. Second, hypothetical segments 

along the edges of the containing rectangle are inti:cciuced 

between each consecu·tive pair of segment sequences, also marked 

"HYEO". The shape of $floor is then complete. 

Lastly, a node has to be created for each isolated-object 

regicn of the retinal impression, and added to the world model. 

Given an isolated-object region, its containing rectangle, the 

offset cf its coordinate system from $floor, and its shape are 

all computed. Tbe default world model has now been accommodated 

tc the first retinal impression. 

IV.~.] ~eQtion: accornmodati..Q!! !J2 subsequent ~etinsl 

imFressicn.s 

Once a world model bas been constrccted that correctly 

interprets {"explains" in the analogy with scientific method) 

the retinal impressions receivEd so far, it is used to 

facilitate the accommodation of subsequent retinal imfressions. 

An overall view of this acccmmodaticn process will now be 
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described. Given the decided-on action, a predicted world model 

is constructed, and from this a predicted retinal impression is 

produced by projecting the predicted world model onto an array 

structure toFolcgically identical with a retinal impression. 

This retinal impression differs from a normal retinal i~preEsion 

in that every retinal cell bas a pointer back tc the segment(s) 

of the world model which caused it to bavE its assigned 

graylevel. After the action is executed the actual .retinal 

impression is compared with the predicted retinal impression and 

the differences betveen the two used to indicate Yhat line 

segments and what parts of the world model must be modified to 

acccmmodate the new retinai im~ressicn. 

Give.nan actio.n, the predicted world model is constructed 

as follcvs. If the acticn is SLIDE(!) then the $org-$floor 

.relation (.£,8) is replaced by (1:-I,,6). If the acticn is 

PUSHTO(~) and the object held is ohjecti, then the $org-$floor 

relation is replaced by <.&-.!,8) and the $flooi:-$objecti relation 

(~,$) is replaced by {§+~ 1 t). If the action is TOBN(t) then the 

$org-$floor relation becomes (~,e-~) and if Otak is holding 

$objecti then the $floor-Sobjecti relation b.ieccmes (§,f+t). 

From thE predicted world model a predicted retinal 

impressicn is ccmputed as follcws. Each line segment in the 

shaFe of the floor, verge, or an object of tbe fredicted icrld 

model is traced across the retinal fields of the eye and a 

pointer is set from each retinal field intersected back to the 

intersecting segment. Any retinal cell not intersected by a 
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segment of the herder of an object is labelled by 
I 

the name of 

the object which encloses it, if any 1 and given a graylevel of 

7, else it is assumed tote part of $floor and given a gxaylevel 

cf 2Erc. 

The next step is to compare the graylevels cf the predicted 

cetinal impression and the actual xetinal impression, 

cell-by-cell, and note any di1ferences. The differences 

immmediately focus attention on those parts of the wcrld model 

that must be changed. Scme differences can be accounted for by 

changing the parameters of line segments in the world mcdel; 

others require more drastic action. For eiamFle if a non-zero 

region in the actual retinal impression has no overlap with any 

non-2ero region in the predicted retinal impression, then it bas 

tote interpreted and added to the world model as a new isclated 

object in just the same way as a similar region in the first 

retinal impression is acommodated by the initial default icrld 

model. , This, in outline, is the acccmmodatioD pxoce.::s. 

In a "realistic" simulation where an element of randcmness 

is allowed in the effect of an action the differences between 

the actual and predicted retinal impressionE ~ay arise frcm two 

sources cf uncertainty: 

(1) New parts of the environment coming into view or old parts 

seen at higher r@solution; 

(2) ThE action is net as predicted. 

If cnly {1} is allowed then any differences must be explained by 

modifying the world model. If only (2) is allowed the problem 
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is to recogni2e vhat position in the world mcdel could give tise 

to the actual retinal impression and thus deduce what actually 

happened. Since the difference between the actual and predicted 

effects of an action will normally be quite s~all the froblem is 

en€ of ccmputing the disparity between the tvc retinal 

impressions, say by trying the positioD~ closest to the 

predicted position. If the dif·ference i .s too great for a 

disparity to be found then it becomes a pure recogniticn prcblem 

to be approached, say, by matching features. lf .both (1) and 

(2) occu.c together the:n the p.roblem is to find a match in the 

world model for as much as possible cf the retinal impression, 

thu~ proposing a new position, and then modifying the ~orld 

model to explain the remaining unmatched parts of the retinal 

impi:ession. Although (2) is easily incorporated in my system. I 

have not attempted to handle this possiblity. 

ll•j.j Accommodation, ~notber appccach 

The problem is, given the current retinal impressicn, to 

modify the current world model as necessary to be consi~tent 

with it. ~his can be broKen down into three processes. The 

first process intetprets the retinal impressio~, regarded as a 

structured a.rray of gi:aylevels, as a consistent collecticn of 

line segments. 

locally, the 

The 

line 

adjective •consistent• implies that, 

segments make sense or in cthet ~ords form 

ccntinuous lines. Moreover straight lines are preferred to 

111ith many changes of direction. The next ptccess 
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the 

The 

third precess extends these centaurs by rules cf continuation to 

a complete world model. The last t~o p.tocesses are 

straight-forward, the first cne is harder. 

In more detail, tbe first process can be described as 

follc~s. In the fovea the graylevel of a retinal field is O or 

7 according as the corresponding TABLE square is occupied or 

not. Trivially, a line segment is inserted bet~Een each pair of 

adjacent cells with diffe~ing graylevels. In the middle part of 

the retina the graylevels which can actoally occur are 

0,2,4,6,7. Each graylevel bas a distinct class of potential 

intErpretations where an inte.tpretation is a 2X2 pattern of 

occu{:ied and vacant squares. In the periphery all the 

graylevels 0,1, ••• ,7 can occur and the potential interfretations 

of a graylevel are spEcified by classes cf 4X4 patterns of 

squares. Each assignment of a line segment to a retinal field 

must be ccnsi~tent with the assignements of neigbbouring retinal 

fields, such that the line segments constitute a continuous line 

and prefe.ra.bly a straight line. Thus thi.s first process is a 

problEm of finding a consistent interpretation and can be 

tackled by the NC consistency 3lgcrithm of [ Mack worth, 1977 J, by 

the relaxation algorithms 0£ [Zucker,1977], er the improved 

tacktracking algorithms cf {Gaschnig,1978]. The latter two 

pLocesses, line segment interfretaticn and continuation, can be 

handled as before. 
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ll•~•~ lli spatial 1?1annEr 

.. This is the heart of the system. This is where 

path-finding is done, wbe.re a plan for mcving an c.bject is 

constructed and where the initial task command is interpreted. 

Given an interpreted task description, t .he Sfa tial planner uses 

the current vcrld mcdel as a datatase and prcduces a structured · 

plan as output. If tbe current world model teflects the "real 

world" outside the organism sufficently clcsely, or at least 

models closely enough those farts of the world model required 

foi: this task, t.hen a completely accurate execution cf the flan 

will result in the successful comfletion of the task. 

The spatial planner does not produce Flans f.i:cm the world 

model directly, but indirectly via the screen, a 2-dimen.siona•l 

digital array. Consider a simple pa th finding problem, "Go to 

the nocth east coi:ner" for example. First t.he di.lllensio.ns of a 

rectangular window w.hich includes both the current FCSiticn of 

Otak and the Fosition of the desti.naticn are computed. T.hen the 

vorld model is projected through this window onto the screen and 

each square cf t.he screen markEd as representing space or with 

the name of the object ovarlaying it. Then a pathfinding 

algorithm is used (cf. chapter 5) to find a Fath from start to 

destination that only traverses cells re F~e~-enting space. If 

thi~ fails then ether pctential paths are ccnsidered. These 

arise where two adjacent squares of tbe array are marked with 

names of different objects or where a single square of the 

screen is marked with the names cf two or more objects. These 
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positions can be used to trace possitle paths hetveen abjects 

and, where such a position is adjacent to squares reFresenting 

space, tc ccnnect up these possible paths ~ith other faths 

thxough space. If the path cetween tvo objects is required in 

more detail then a small rectangular window is selected that 

includes only the potential passage between the objects. Then 

the world model is proj,ected onto the screen again and this part 

of the path traced at a higher rescluticn. The result is 

included as a more detailed subpatb in the previous coarser 

path. 

fi._; .A!! .1 ternati ve 3.p pro-a ch 1.£ imp leme nta ti on 

The implementation sketched above uses a representaticn for 

the world model .based on the use of Cartesian coordinate:: and 

then ccmputes, via prcjectio:n cnto a screen, the skeleton, a 

graph-like representation of the world model. The edges of this 

grafh represent routes in the environment. A representaticn in 

terms of routes has been used by Kuipers to model :1 person• s 

representaticn o·f la.rge-scale (city) space, and b1 Arbib and 

Lieblich tc model a rat's representation of space. The natural 

suggestion, then, is to use the skeleton as the tasic 

representation for the world model. This depends en the fact 

that the complete skeleton of a shape, consisting cf the 

skeletal graph plus the quench function, can be used to recover 

the original shape in its entirety. ThE world model then 
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consists of a graph, vhose edges ~epresent routes through the 

envircnment, together with a quench function defined on each 

edge. Pathfinding is done directly en this graph. OnE way to 

carry out perception is to regenerate the original shape in the 

prEdicted retinal impression and then match it with the actual 

retinal impression. Any shape changes forced by the actual 

retinal impression are reflected in changes to the skeletal 

gcaph or the quench function. Alternatively, instead of dcing 

matching on shapes, matching can be dcne on graphs. That is, 

the skeleton of the spaces en the retina i~ matched against the 

stored skeleton and changes made as appropriate to the £tared 

skeleton. 

ll•S ~ummary 

The design of the vhole organis·m-controller is of major 

importance fo:r my project. I described in this chapter the 

first approach that I tock, based on the aDalogy tetween the 

process of perception and the scientific method, and the 

progress made in i11plementing it. The:re are two outstanding 

problems inherent in this approach. One is defining exactly 

what is meant by the phrase "collecting e'llidEnce for a feature 

of the wc:rld model", and the ether is defining a phrasE such as 

11as~igning a degree of confidence to a featuze on the tasi~ of 

the evidence". I approached the first prcb lem by retaining with 

each feature both the graylev€l values in the reti~a and the 
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retinal field sizes, from which the feature pa.cametei:.s were 

derived. In line with the analogy, one can say that "t.he 

fea tu·re explains the gray level values". The pr cblem of de fining 

a measure of confidence, showing ho~ it change!: wit.h tbe receipt 

of new evidence, and using the confidence values to control how 

the features are a1lowed to change when new evidence shows that 

a change must be made, is an impcrtant and interesting problem 

that must be solved be·fore co 11pletion ~ cf this f.COjEc-t is 

possible. This problem bears comparison with the legal problem 

a£ evidence in a court of law, where the degree of conf~dence in 

a statement depends upon the evidence presented. 

~here is one major requirement that remains to be 

descri.bed, namely algorithms fo .r path.findiEg and for 11aking 

plans for moving an cbjEct. 

IV ■ Towards the design cf a ~obot-contrcller 





196 

CB.A PTEB 1 

~ATE-FINDINQ !Jill I!!.] jKELETON Q1 j PLANAR SHAPE 

The purposes of tllis chapter are to J:€View path-finding 

algcrithms, to motivate the ose of the skeleton for 

path-finding, to introducE a new algorithm for computing the 

skeleton, a.od to apply the skeleton to path-finding. 

j.j Introduction to path-finding ~lqorithms 

The problem is this. Given a description of s .hapes o:n the 

Euclidean plane in terms of the Cartesian coordinates of fOints 

on the boundaries of the shapes and the linEs between them, and 

given the coordinates of two points s and D outside all the 

shap~s, describe a path from s to D that avoids all the s.haFes, 

if such a path exists. Further requirements are that the path 

should be reasonably close to being optimal, and that if an 

organism w3.nders slightly frcm the correct path 6 either due to 

inaccurate movellent or to ave.id a small chstacle, it should be 

easy to .regain the correct path. 

A path-finding algorithm was incorporated in the design of 

Sha key [ Nils.son, 1969 J. T.his was .tased on the ctservaticn that 

in a cluttered space an cptima·l path between t•o points consists 

of a sequence of line segments connecting extreme foints cf 

obstacles. Thus one starts with the extreme (ccnvex) feint~ on 

VaPath-finding and the skeletcn of a planar shape 
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the obstacle boundaries and considErs the set ccnsistiEg cf the 

lines jcining the FairE of eitreme points together with lines 

frc11 the starting point S to the e:xtreme points and with lines 

from the extreme points to ·the destination 1cint D. An1 line 

which intersects an obstacle is discarded, so that the remaining 

lines rEpresent all the "lines of visibilitJtt in the situation. 

A heuristic search is th€n used to find the optimal series of 

Feints connected by lines cf visibility from s to D. 

Another approach to path-finding, but still using a 

Cartesian representation, was used by {Tbomscn,1911] £or the 

path Flanning module of the JPL robot. This was the approach I 

first tock to the problEm. The zero•th oi:det approximatici: was 

tbe straight line SD. The first o:rd.ei: approximation ~as 

obtained as follows. Determine those shapes intersected bJ SD, 

if aDy. If ncne, then the straight line so is the required 

Otherwise pick the obstructing shape nearest to s, call 

it B say, and compute four points L1,R1,L2,B2 on the perifbery 

of E defined as follc~s. L1, Bl are the leftmost, rightmost 

faints respectivEly of Bas seen £rems, while 12, B2 are the 

rightmost., leftmost points respEctively of B as seen £tom D. 

There are now two candid3te paths at the first order level of 

apprcximation: 

P11 = SL 1 -t L1'12 + L2D 

P12 = SB1 + R1R2 + R2D 

-where the path segments SL 1, 12D, SR 1, R2D are kDOWI! net to 

intersect object B. see figura v.1. Now ~ecursively apply the 

V•fath-finding and the skeletct cf a planar ~hape 
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above procedure to each of the segments SL1, L1L2, L2D, SR1, 

B lR~, R2D. Eventually the p·rocedure stop.s , there being cnly a 

finite number of objects and only a finite number of _Fain ts on 

the boundary of each cbject, with a perhaps long list of 

possible paths. Each path can be evaluated in terms of total 

length, number of segments, total angle t~rned, etc., and the 

best one c:hosen. The aisadvantages of this direct approach to 

the path finding problem are tbe fellowing. 

A) It involves finding the intersections of 

with every object and finding ex·tre11e 

particul~r lines 

points cf those 

objects intersected, altogether an expeDsi ve computaticn in 

some cases. 

b) 1here is no notion cf "level of detail". All objects of 

whatever si.ze are conside.red, and all lines which fa .cm the 

boundary of a shape have to be scanned for intersection 

finding. 

c) There is no obvious way to generalize to object moving. 

An advantage of this approach is that it can produce a 

desc-ription o.f a p-ath in "left-of object", "right-of object" 

terms. 

Another idea is to 

rectangular network of 

example, ana convert the 

gra~h-traversal problem. 

project all the shapes onto a 

cells, the screen cf chapte~ IV for 

path-finding problem into a pure 

The screen is ccnverted to a graph by 

inseEting ~etween every paix of adjacent or diagonally adjacent 

cells an edge of the graph, where each edge is assigned a length 

V•Fath-finding and the skeletcr cf a planar ~bape 
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one according as its endpoints are diagonally 

not. It is forbidden to traverse edges leading to 

do not .rep.resent floorspace. 'Ibe start and 

Feints are mapped ontc cells Sand D of the graph. 

~he problem can now te restated as: find tbe shortest path from 

s to D along the edges of this graph. This can b~ done by an 

application cf the A* algorithm of (Hart,Nilsson, & 

:Raphael, 1967 J, using their function f=g+h to evaluate incom"flete 

paths. Fer an inccmplete path p that currently terminates at a 

cell n, g{p) is the sum cf the lengths of the edges from S ton 

and h (p) is the Euclidean distance from n to D. Th.is algorithm 

finds the optimal path tbrough the graph directly, tut suffers 

from some disadvantages. These include: nc obviou! way to 

generalize to handle object moving; no easy way to discover khat 

objects a section of the path is passing between; no distinction 

between topologically distinct paths. In addition the actual 

search process involves a high number of "kno~ledge independent" 

choices. As an extreme example of ~hat I mean by "knowledge 

independence", witness the .tuc.ket phencmencn i11ustratEd in 

figure v.2. In using heuristic search to go from s tot, the 

search goes straight to the ba·ttom of the bucket and gradaally 

fills up until suddenly it overflows and rapidly advances 

towards D. Worse cases can also cccur. 

Finally the sk€leton of the shape of the empty ~pace was 

considered. The initial attr~ction ~as that the skeletal graph 

contains only the topologically distinct faths between two 

V•Path-finding and the skeleton of a planar shape 
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posi tion.s. T~o paths are t,opologically £..i§tinet if .neither can 

be continuously deformed into the other. The search fat a path 

then reduces to searching over the topologically distinct faths. 

The chcice points iu the skeleton seem, intuitively, to 

correspond to the choices we have to make in navigating thrcugh 

obstacles. In addition there is a great deal of information 

associated Yith the skeleton which can be used in oth€r Sfatial 

prctlems. The optimum path, when restricted to edges of the 

skeletal graph, is not in general the optimuu path when no such 

restrictions ar€ made; however, my initial ccnce~n ias to 

compute any reasonable path, not necessarily an cptimal cne. 

l•l _Ihe skeleton 

[Blum,1964], who called it the Medial Axis Function, was 

the first tc intrcduce tbe skeleton of a planar shape. Since 

then it has been the topic of several investigations [Calabi and 

Hartnett,1968; Montanari 7 1968,1969; Rosenfeld and Pfaltz,1966; 

Ffalt2 and Rosenfeld,1967; and otbErs] and ha~ been called the 

distance transformation, the grassfire transfcrmaticn, er the 

symmetric axis transformation. [Blum, 1973, 1974] has 

comFrehen~ively analysed it and written atout its fOtential 

af~licaticns to the description of shape in tiolcgy. 

V•Path-finding and the skeleton of a z:;lanar ~bap~ 
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1•1•1 ~finill..QJ! m Fropertie~ 

ln the continuous Euclidean plane several equivalent 

definiticns of the skeleton can be given; hc~ever when these are 

converted to algorithms to compute the skeletcn en a rectangular 

network if cells, it turns out that this equivalence no lcnger 

hclds. 

First the several equivalent definitions in the continuous 

Euclidean plane will be described, second Montanari•s algorithm 

will be derived from one of these definitions, third we will see 

why this algorithm is unsatisfactory, and folltth ve will see how 

to augment Montanari•s algorithm to provide a satis.factory 

algcrithm for the skeletcn on a network of cells. 

Definition j. Interpret the boundary c£ the shape as a 

wa v.e front which propagates at uniform velocity into the interior 

of the shape. At certain points two or more sEctions cf the 

wavefront emanating from distinct feints of the boundary meet 

and mutually extinguish themselves; the locus of these pciDta of 

e:xt .inction is the skeletal graph and the time from the 

initiation of the wave.front to the time of extinction is the 

gueDcb functicn. 

Definiti.Ql! 1. The most concise de.finition fer mathematical 

puxicses is probably tbis. Consider the set of all circl~s 

contained in the shape and partially order ttem by inclusion. 

Then the skeletal graph is the locus of the centre cf maxim3l 

VaFath-finding and the skeletcn of a planar ~bape 
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circlEs, and for each pcint on the graph the radius of its 

maximal circle gives the value of the quench tuncticTI. 

J2efjnition J. At every point P of th.e plane define the function 

d tc te the minimum distance £rem P to the shaFe: 

d (P) =min [ euc {P,Q) I Q e sha~eJ 

where euc is the euclidean distance. For e ver:Y point P there is 

at least one point Q € shape such that d (P)=euc (P,Q), while for 

certain points P* there are at least two distinct feints Q1, Q2 

such that d (P *) =e UC (P*, Q 1 ) =e UC ('P *, Q2) • Q 1, Q2 are ££!\ll£i 

points for P*. The locus of points with twc or 1110:ce contact 

point:: is the skeletal g.raph and the value cf the function d 3t 

each point o·f the graph is the quench function. 

.Qg!jnition !• Given a point P, a minimal path frcm P ·tc the 

tcundar_y of the shafe is a straight line segment PR where R lies 

on the boundary. Pis defined to be a point cf the skeletal 

graph if it does not telcng to a minimal ~ath of any ether 

point. In the mountain ~et~phor, thi~ says that an1 paint en a 

ridge-crest or peak. does not lie on the fall-line cf some higher 

point. This is the definition used by [Montanari,1S68]. 

Definition 3 lends its-elf to the followi11g visuali2ation cf 

the skeleton. Imagine the boundary of tte shape as the 

shcreline of an island, which everyvhere rises uniformly at an 

angle of 450 out of a calm ocean, thus £arming a mountain range 

with peaks and ridges. It is pcssible for three or mere ridges 

V ■Path-finding and the skeleton of a planar ~hape 
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to meet at a junction which is not a peak. Hcles in the shape 

axe to be visualized as lagoons at ocean level. The frojEction 

of the ridges and junctions to the plane of the ocean is the 

skeletal graph and the height cf the ridge at each point, 

i.e. the £unction d, gives the quench functicn. Picture 

ycurself standing on the crest of the ridge; in you:c immEdiate 

vicinity there are exactly two well-defined directions in which 

to travel along the ridge, "forwards" o.c "backcwards... Now stand 

at a junction; three er more ridges meet there, providing three 

or mere corresponding well-defined directicns of travel. That 

is the content of (Calabi and Hartnett,1968, Theorem 6]. Now 

return to a point on the ridge crest and note that ttere are 

exactly two lines of steepest descent, or f~ll - lines in skiers 

parlance, from the ridge-point down to the ocean. The feints 

where the fall-lines frcm a ridge feint or peak enbar the ocean 

are called £?..!l!~ ECints. Back at a junction again, where n 

ridges meet, note that there are n fall-lines to the ocean, 

alternating wit.h the ridges.. That is the conten·t of [ cala.bi and 

Bartnett,1968, Theorem 7]. 

At any junction there can be at mcst one ridge ~hich 

ascEDds away frcm it; all the othErs must bE descending frcm it. 

This can be seen as fellows. SUfEOSe Pis a junction where 3 

ridges meet. Let the threE contact points be F, q, r an the 

circumference of the maximal circle centre F. One may without 

less of generality consider the skeleton generated by thesg 

three points alone. consider the ridge which starts at E and 

V•Path-finding and the skeletcn of a planar shape 
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passes midway between p and q. The guench function must 

decrease frcm P to the midpoint of p and g, since the distance 

pg is less than the diameter cf the maximal circle, unless p and 

g lie on the ends of a diam~ter through P. In this latter case 

the quench function increases at Pas one begins to move out 

along the ridge. Also, since pg is a diameter, neither gr ct rp 

can tea dia3eter, and hence the value cf the quench functicn as 

cne starts out along thesE other two ridges is decreasing. 

1.-1•1 Approximating the ].y,£lidean ,£lane 

To obtain the skeleton of a shape the euclidean distance 

between two arbitrary points is xeguired. But when tbe shaFe is 

given as a digital image, that is to say as a rectangular 

netwcrk of cells where each cell is marked ~ith a 1 (outside the 

shape) or a O (inside the shape), this network can he tr~ated as 

an approximation to the euclidEan plane. Ey connecting each 

cell to a number of its neighbours and m€asuring distance 

between cells by summing over ail the links bet~een thEm an 

approximation is obtained. Figure V.3 

16-connEcted cells and figu~e V.4 shows 

16-connected cells. Th€ n dirEctions of 

show~ 4- , a- , 

networks of 4-, 8-, 

the links iD an 

n-ccnnected network will l:e referr.ed to as the major dire~Jio.B.§ 

of the network. The higher t.be connectivity th€ h-etter the 

approximation. Using only 4-connectivity, th€ distance between 

two cells in a network can be as much a.s 41% out from the 

euclidean distance, whereas with 8-ccnnectivity it can be EJ out 

VaPath-finding and the skeletcn cf a planar shape 
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and with 16-connectivity only 2.7% out. 

GiV€D t~o cells in a network, if the line connEcting them 

happens to lie parallel to one of the major directions then 

theLe is a unique shortest path between the two cells, other1ise 

there will be many shortest paths between them. This is 

illustrated in figure V.5. Note that there is always a shcrtest 

path consisting of exactly two s·traight line s,egments. 

l•l•l l1211tanari ~ algor it bm 

Using definition 4 above Montanari showed that tbE skEleton 

finding problem was equivalent tc a certain optimal policy 

ptoblem, and thus derived a two part algorithm which can be 

stated as follows. 

a) For each cell of the network find the mini~um distatce to 

the boundary of tbe shape (the "height"), and find all the 

fall-lines (nec~ssarily at least one) ftcm the cell tc the 

boundary. 

b) Classify 3S skeletcn points those cells wbicb do not lie on 

a fall-line descending f~cm any otheI cell. 

~he distance to the shape can be computed using an 

algorithm which requires cnly two passes over the net wo·rk, 11hich 

will now be described. Divide t.he directions of the links 

between cells iotc t110 classes. OPFER and LCWEB, as shown in 

figure V.ij. The first pass is in fo4ward raster order and 

comFutes the minimum distance to the boundary when crly links 

with OPPER directions are considered. The second pass is in 

V•Path-finding and the skeleton of a planar shape 
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backward raster order and continues the minimum distance 

comfutation, adding in those links with LOWER dirEcticns. This 

is spelt out in steps 1 and 2 of SKEL-3 belo~. Surprisingly, 

after these two passes the minimum distance at every cell is 

correctly computed, even foe cells whose fall-line(s) include 

links with both UPPER and tOWEB directions. A proof of this can 

be found in [Montana.ci, 1968 ]. 

Some notation is in order. Let the netvork cells in 

forliard rast.er order be P1,P2,. ••• ,Pn. Cells Pi, .Pj are 

neighQQj!ll if there is exactly one link between them, ard are 

!LY=,gdjac~ if they are neighbours and tbeir lir.k is hcri2cntal 

o:r vertical. Let Tij = T (Pi,Pj) be the distance betw~en fi and 

Pj. In the case of an a-connected network, the possible ~alues 

for 'Iij a.re 1 and the square root of 2, ard in a 16-ccnnected 

network. 1, the square ~oat cf 2 and the square root of 5. 

OPl?EB(Pi} (LOWEB(Pi}) denotes the cells reached frc~ Ii by 

traversing one link in an UPPER {LOWEBJ direction. Let 

NBES(Pi)=OPiEB(Pi) u LOWEB(l?i) ana let I te the cells ottside 

tbe shape. Di, the minimum distance from Fi to the boundary of 

the shape, is to be computed for i=1,2, ••• ,n. 

V ■ Fath-finding and tbe skeletcn of a planar ~bape 



lli~rithm SKEL-j. 

1. {!o~ward raster scan). 

For i=1,2, ••• ~n de 

l .f .Pi € I, Di=O 

If Pi f. 1, 

Di= 00 if UPPEa(.Pi) is empty 

Di=min( Tij+Dj I Pj e OPPER(Pi} l oth~r~ise. 

2. j_Eackward raster scan] • 

.Fer i=n, n- 1, • • • , 1 ao 

Di=min{ Di, { Tij+Dj 

3. L Def ioe skeleton points J. 

Pj € LOWEBfPi) ) ). 

SKEL:{ Pi I Di 1 Dk-Tik fc~ all Ek€ NBRS{Pi) j. 

213 

!wo skeletons computed with this algorithm are shown in 

figure V.7. Note how they compare with their euclidean 

skeletons. As can be s,een from tbis example, this algorithm 

suffers t~o deficiencies. First, the output is an unstructured 

set cf points - no method is provided to link up the FCints into 

a graph structure. second, the set of skeleton points is in 

general disconnected, so that it would be imi:cssible tc fc.rm a 

graph structure anyway. 

!•J-~ Jh€ .Jlfil! algcritnrn 

!his last deficiency can be remedied by u~ing definiticn 3, 

which defines the skeleton to be the locus cf Faints vith at 

V ■ Path-finding and the skeletor cf a flana~ fhape 
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Figure V.7 
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least two contact points. This suggestion can be imple01entEd as 

fcllo~s. First, while computing the minimum distanc€ to the 

figure, compute also the contact points for each cell. Second, 

classify all cells with at least two coDtact ~oints as belonging 

to the skeleton. 

Since the fall-lines and contact points of a cell cannot be 

defined until tbe final value of tte minimum distance frc~ the 

cell to the shape has been computed, they cannot begin to be 

computed until the backward raster scan of SKEL-1. Step 2 

requires an extra operaticn, anotbEr raster scan is 

step 3 must b€ replaced. This results in the 

algcri thm. 

Algofilh.!!l SK!t-1. 

1. [Forward raster scan]. 

For i=1,2, ••• ,n do 

If l?i € 1, Di=O 

If Pi ~ I, 

Di= 00 if OP~EB(Pi) is empty 

D€€ded and 

fol loving 

Di=min { 'l'ij+Dj J Pj € OPPEB (Pi) j ctl:e.rwise. 

2. {Backward raster scan]. 

'F c :c i= n, n- 1 , • • • , 1 do 

Di=min ( Di, { Tij+Dj I Pj e LOWEB (Pi) ) J. 

Contacts(Pi)=U { contacts(Q) Q e LCiER(Pi) & 

d( .Pi)=T(Pi,Q}+d(Q) j 

3. [Seccnd fcrwa~d raster scan]. 

V•Eath-finding and the skeletcn of a planar shape 



Fer i=1,2, ••• ,n de 

contacts{Fi}=contacts(Ei) u 

CJ { con·tacts (Q) 

4. IDefine skeletcn Feints]. 

Q € UPP EB (Pi) & 

d(Pi)=T(Pi,Q)+d(Q) J 

SKEL={ Pi J number-of-contacts-of{Pi) > 1 J 
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!his improves matters a little, for it ccrrectly classifies 

as skeleton points many pcints emitted by SK.EL-1. At thE same 

time, unfortunately, at places in the skeleton such as a 

straight ccrtidcr cf even width, where SK'EL-1 would ccmFute a 

doutle row of skeleton pcints, SKEL-2 computes none. 

What is needed is the in·troduction of pcints in .betiieen 

cells of the array as skeletcn paints, as suggested by the 

examfles of figure V~
1

7. The obvious -way to do ttiis is to 

introduce a skeleton point between any tvo EV-adjacent cells 

with disjoint sets of contact points. This doesn •t work, 

however, because many pairs of BV-adjacent cells, far from any 

ridge-line, have HV-adjacent contact points, and cor.seguently 

many spurious ridge points wculd get introduced. Consequently~ 

more conservative condition must be used. Define two cell~ of 

the netvcr.k tc be neigh~.lI if they are identical or are 

BV-aojacent, and twc ncn-empty sets S1, S2 of c€lls to be 

neighbourl~ if there is at le~st one neighbourly pair of cells, 

one member of the pair from S1 and one from S2. The modified 

algorithm is as follows. 

V~Path-finding and the skeleton of a planar shape 



Algorithm _filil-;J • . 

Steps 1,2,3 as for SKEL-2. 

4. tCreate ridge points] • 

.For all i 1 j-=1,2, .;9. n, (i < j) do 

i!: not neighbou.rly{contacts(Pi), conta.cts(Pj)) 

lli.!l create-ridge-pt Bij between Pi and Pj. 

s. (Define skeleton points]. 

SKEL= { all created ridge-points l 

u ( 2 i I number-cf-contacts-of {Pi) > 1 J 

Figu~e V.8 shows the result of using SKEL-3 en t~o examples. 

1•1•~ Ridge-following 
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The points of the 

cell§. A ridge cell may 

skeleton will be ~Eferred tc as £Jdge 

be either a cell of the original 

net,otk or a point created between two cells of the original 

network. The output of SKEL-3 is an uno.rderEd collecticn of 

ridge cells which, to be useful, must be organized into ch3ins 

of linked ridge cells. I use the term ridge-fellowing to tefer 

to the operation, on a network to ~hich SKEL-3 bas been applied, 

of inserting links between ridge cells and asse~bling thrEe or 

more neighbouring ridge cells into "junctions" so that the 

resulting collection of cells, links, and junctions is ¼ 

connected graph structure closely approxiaating the skeletal 

graph of tbe corresponding Euclidean shape. 

Eeturn again to the mountain metaphor. Imagine oneself 

straddling a ridge with one's left and right feet ju~t tc the 

V•Path-finding and the skeletcn of a planar shape 
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left and right respectively of the crest, and chserve the 

ccntact fCints of the fall-lines which originate under cne•s 

left and right feet and descend on opposite ~ides of the ridge. 

The FOSi tions of these two contact points vary continucusl.1 with 

one's position on the ridge crest, except when a crossover 

point, where three or more ridges meet~ is passed. The only 

exceptions tc this statement could occur wheri the set of contact 

Feints includes an arc of a circle - but this cannot happen with 

polygonal figures or a digital image. Conversely the FOint on a 

ridge-crest from which a fall-line descends tc a contact pcint 

on the shoreline varies continuously with the position cf the 

contact point • . In a net11ork, this says that tllo ridge cells are 

to be linked only if their contact points are the same er are 

neighbourly in pairs. 

To make this precise some more terainology mu~t be 

introduced. A csguare is a unit square in the net~ork with a 

cell at each corner. Any of the four ccrner cells may be a 

ridge cell, and in addition the centre of Each side may be 

occupied by a constructed ridge cell. Thus a csquare may 

ccn tain up to eight ridge cells, and there a.rE 2 8 =256 pos~ib le 

different configurations of ridge cells on a csguare. lhis is 

illustrated in figure v.9. Two ridge cells are contiguous if 

they lie on a common csquare. only contigucus ridge cells ever 

get linked together and when that happens let us sa1 that they 

are crested and the link between them is a crest. No~ the 

ccndi ti on for cresting two ridge cells can be precisely stated: 

V•Path-finding and the skeletcn of a planar shape 
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A CSQUARE in a network. 
Each corner retinal cell may be 
classified as a ridge-cell and 
the triangles mark the positions 
of potential constructed ridge 
cells. 



Two ccntiguoas ridge c~lls R1, R2 can be gested iff 

~ points C11, C12 e contacts(R1) and 

~ pcints C21, C22 e contacts(R2) 

such that neighbourly(C11,C12) and 

neightourly(C~1,C22). 
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The tasic scheme for inserting crests and forming junctions 

is as follows. All csquares in the network are examinEd and the 

number of .ridge cells in each determined,. Those wit.h less than 

two are ignored. If a csquare has two ridge cells then usually 

they will be cr~sted although there are exce~tic~s. In this way 

it is possible that one ridge cell may have crests tc more than 

tvo other contiguous ridge cells; such a ridse cell is called a 

junction ~. If a csquare has three or mere ridge cells some 

pairs of ridge cells will be crested and/or a set of three or 

more ridge cells may bE grouped into a ..:Jl!.ID=tior. g_s. Exall'Eles 

of junction cells and junction sets appear in figure V.10. Now 

define a graph as follo~s. Every ridge-pt, janction-cell, or 

junction-set, is a vertex, and every crest is an edge of this 

graph. This is all,ays a ccnnect€d graFh and is the §il1&ill 

Jlil..E.B of a connected regicn of a digital image. 

Although there are 256 different csguare configurations 

this reduces to exactly 51 disti.nct cases after reflections and 

rotations are accounted for. A proof of this fact appears in 

appendix A. 2, together -with a listing of the 51 cases. 

A note on implementation of the axitbaetic cperations 

should be made here. All quantities involved in the computation 

V ■ Path-finding and the skeleton of a planar shape 
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of the skeleton on an a-connected network are in the form 

a + b*.toot2 where a, h a:re intege.rs, that is to say they 

constitute an integral domain, so rather than use real 

arithmetic all arithmetic and ccmFarison Oferations ara done 

using integer arithmetic on pairs of integers (a,b). In ether 

words Gaussian arithmetic is used. 

1-1•5 Using paralle lisa .1.£ ccmfute the skelll.Q.1l 

~he above algorithm computes the skeleton in four raster 

scans, including one for forming junctio.n sets and inserting 

crests. [ Montana.ri, 1968] gives an algori th11 which proceeds by 

wave-front expansion in pa.rallel and is egui valen t to s KE'L- 1. 

~be algcritbm SKEL-3 can be modified to COllfUte the sJ<eletcn in 

a similar parallel fashicn. 

!-1 .J ~ th§ ..Q.g t ween object,s .an.g .§ upe r fluous branches 

With this ne~ algorithm there is an Edge of the skeletal 

graph emanating from every corner of a digital image. This is 

correct, in accordance with the definition cf the skeleton. 

When the shapes involved have long straight Jines aligned with 

the a:x,es as borders, this is cf no ccncern. But when the shapes 

are cotated slightly, many corn~rs appear in a digitizat~on and 

many superflaous edges appear in the skeletal graph. There are 

two ways ta handle this froblem, depending on the situation. If 

thexe are several isolated objects (an archipelago), and cne is 

cnly concerned to find a route through the archiFelago, then the 

V•Path-finding and the skeletcn cf a planar Ehape 
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only edges that need tote retained a£e those alcng which the 

skeleton Feints bav@ contact Feints on distinct objects. I 

refer to these as inter-obj§.£! edge§, and the remaini.ns edges as 

internal edges. The internal edges can be discarded and the 

search restricted to the inter-object edges. on the other hand, 

if one has to find paths from place to place within a single 

ccmflex connected shape, all the edges are internal since the 

contact points of every skeleton point all lie on the same 

surr cunding cbject. Various pruning strategies are avail a .ble. 

If the contact points of an edge remain the samE and aLe very 

close together, and the value cf the quench function gees to 

2e~c (not a minimum greater than 2ero, as voold occur in a 

passageway), then this edge may be removed. This handles the 

case of sm3ll steps intrcduced by the digitization of a line at 

appro.ximately 450. The threshold number used to decide when two 

contact points arE "very close together" controls the si2E of 

bay that is represented in the skeletal graph. If cne ccntact 

point of an edge remains ccnstant while the distance from this 

contact point to the other contact paint decreases, and the 

value of the quench function on the edge goes tc zero, then this 

€dge may be removed. This handles the case of an edge 

introduced into the skeleton by a small step in the digitization 

of a siightly inclin€d straight line. 

V•Path-finding and the skeletcn cf a planac fhap9 
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1.J Using !he skeleton ill U!h-finding 

Use of the skeleton of the shape delineated on a network 

prosised to overcome most of the objections to the use of 

heuristic search for patbfinding. 

First assume that the start cell Sand the destination cell 

D lie on the skeletal grapb. Then a path fxcm s to D alcng the 

skeletal graph is cert~inly a spatial path. In searching for a 

path through the skeletal graph, the junction cells and jucction 

sets are the only placEs where a chcice is needed. To simplify 

t .his search the pathgra12J!, homomorphic to the skeletal graph, is 

defined as follows. The vertices of the pathgrafh correspond to 

the junctions (cells or sets) of the skeletal graph, and an edge 

bet veen two vertices cf the path graph corresFcnds to the chain 

of cells in the skeletal graph between the correspcnding 

junctions. A skel~tal graph and its correspcnding pathgraph is 

shown in figure v.11. Now all the topclcgically distinct 

st:atial paths frcm s tc D a .re fcund b:y using a standard graph 

traversing algorithm on the pathgraph, with considerablJ less 

search than when the network of cells is sEarched directly4 

If the starts or destination Dare net on the skeletal 

graFh then the nearest pcints to sand Don the skeletal gr~ph, 

s• and o•, must first be found. This can b€ done 1:y fcllo"11ing 

the fall-line at that pcint upwards until the· skeletal graFh is 

encountered. Then proceed as before. If it happens that 

several points on the skeletal graph are equally close tc s or 

tc n. then the pathfinding algorithm requires a trivial 

V•Fath-finding and the skeleton of a planar Ehape 
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modi f ica ticn. 

!•1•J ~rihing ~ skel~tal path 

A path specified by a path through the skeletal graph can 

be naturally described in teems of the otjects of the ijcrld 

model. For instance in figure V.12 the path from s to D can be 

de~cribed as 

(move ( (keep-right-of ch 1) & (keep-left-of cb2)) d 1) 

(turn right 45°) 

111cve ((keep-right-of cb]) & {kEE{:-left-of cb2)) d2} 

(move ( (kee1:-right-of cb3) 6 (keep-left-of cb5)) d3} 

(move ( (keep-righ-t-of oJ::4) & (keep-left-of c.t5) ) d4) 

~turn right 60) 

(move ( (keep-righ t-o.f ob6) 6 (keep-left-of obS)) dS). 

such a pa th description can .he genErated f.ccm the skeletal s ra ph 

by examining the two ccntact points of each ridge-cell on the 

path. One belongs to t.h-e nearest object on the le.t t hand side 

and the ether belcngs to tbe nearest· object on the right hand 

side. So long as no two distinct objects on tte screen run into 

each other, that is to say there is always a channel of spatial 

cells between distinct o .bjects, then the membership cf the 

contact cells of ridge cells can cnlJ change at junctions and 

therefore the description of ridge cells alcng any one edge of 

the pathgraph remains constant. 

V•Path-finding and the skeleton of a planar shape 
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FIGURE V.12 Skeletal path between objects. The 
skeleton allows a "natural" description 
to be easily derived. 
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,!.] .1 -Optimizig_g_ ~ skeletal path 

The example in figure v.13 shows that it is necessary to 

consider optimizing a skeletal path. If e is the angle between 

ccnsEcutive ccrridors in the figure, then the lEngth of the 

optimiz€d path is sin(e/2) times the length of the unoptimi2ed 

skeletal path, a considerable imprcvement if a is, sa1, 450 

since in that case the optimized path is approximately 0.1 as 

long as the skeletal path. 

In certai,n special cases, the optimization can be carried 

out roughly as follows. I.et S,D be the start and destinaticn of 

the skeletal path to bE optimized, and define a function eon 

the skeletal path by e(p)=perpendicular dista~ce £rem p on the 

skeletal path to the straight line SD. Asp varies fiom ! to D 

find the maximum of the function e (p) -g (p); if this is not 

positive nothing needs be done, for in this case the stxaight 

line SD is the shortest path fxom s to D. Otherwise let the 

maiimum be at P* and apply this algorithm recursively tc the 

paths SP* and P*D. Unfortunately this method cannot be carried 

out in general. 

The problem here might be christened the m~-ti ghte ning 

problem, described as follows. Given an environment of 

ar.bi trary two dimensional shapes on a tabletop, two pcin·ts s, D 

at vacant spots, and a rope laid out frcm S tc D alcng a 

skeletal --or ar.titrary-- path: cc11pute a description of the 

curve assumed by the rope when tension is applied at soc D, any 

slack being taken up as required. Preferably the solution 

V ■ Path-findi.ng and the slceletcn cf a planar shape 
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should he stated in terms of an array of cellular automata. 

One obvious strategy is tc me ve the pa th in the direction 

of the centre of curvature at positicns where the absolute value 

0£ the radius of curvature has a local minimum. !be local 

minima of the radius of curvature correspond to the bends in the 

.rope and the effect of moving such points inwards to wards the 

local cEntre of curvature is tc smooth out these bends. The 

radits of curvature at a point p of the path can be found hy a 

lccal Cferatcr that looks at a small set of adjacent points of 

the path centred on p (say five neighbouring feints). Then one 

pass along the whole path determines the local minima cf the 

radius of curvature. If such a point is already adjacent to ~ 

point of an obstacle on the same side as the radius of ctria ture 

it cannct be movEd any further. Otherwise each point E of local 

minimum is moved to the closest grid point B1 in the direction 

of the ceDtre of curvature. If the adjacent pcints to Bin the 

path were A, c, then the adjacent points to E' in the new fath 

remain A, c. The process is now repeated until eith€c the path 

is straight, with infinite radius o.f curvature at all points, or 

else the only points of inflection occur where the fath goes 

round an extreme point of an obstacle, the path being straight 

othe .rwise. 

ihat I have just sketched is a rel~xaticn algorithm for 

obtaining a curve whose second 

exceft fer feints where the 

derivative is zero ever1where 

curve contacts an obstacle. In 

effect it simulates the rope-tigbtening. 

V•Fath-finding and the skeletcn of a planar shape 
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1•l•] Comari™ of skeletal 2nd A! path finding 

'Ihe complexity of both is linear in the number of cells in 

the network, except that the constant cf linearity is much 

greater iD the skeletal case. This is clea~ for A* since the 

number of nodes expanded ty A* is bounded by the number of cells 

in the network. In the case of skeletal path-finding there are 

two parts to consid€r, finding tbE skeletal graph and searching 

the graph. The first operation is linear in the number of cells 

and in the second, the number of node~ expanded by a graph 

·traversal algcrithm is bounded by the number cf cells.. on the 

other hand a skeletal path has a natural d€scription in 

environmental terms. .If the use of parallelism is ccnsidered., 

then it is likely that the skeletal path-finding method comes 

out ~ell. If the raster scan algorithm for the skeletcc is 

replaced by a parallel wavefront-expanding method, it takes w 

wave-front expansions when the maiimum value of the quench 

function is w. All the ridge-c.rest links can te ccmputed in one 

parallel ope .ration, except for sc ae junction sets where two 

o~e rations would .be required. 

1•! Other aRplications of~ .§ls~letcn 

The skeletcn can alsc bE applied to finding a path for 

moving an object, finding empty space, and ether problems. I 

describe each application in turn. 

V•Path-finding and the skeletcn cf a Flanar ~hape 
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!•i•l Obj~ moving 

Suppos€ there is an envircnment of obstacles and an cbject 

to be moved frcm cne .Fcsition tc another. The simplest .shape 

for which a path can .be found by the skeleton is a circle • 

.Y•!•.1•1 Circular §haged object of radius~ 

First find the patbgraph cf the empty Sface and remove £rem 

it any edge whose chain of cells in the skeletal graph contains 

a cell at which the value of the quench function is less t.ban r. 

ThEn, if th~ initial and terminal fOsitions of the circular 

shape are Sand D, apply a heuristic graph tra1ersal algorithm 

to the pathgraph to find the shortest path frcm s to D that 

fellows the arms cf the skeletal graph. Since the quench 

function along this path is everywhere at lea~t as great 1~ r, 

the circular shape can certainly be moved along thi~ path 

provided the centre of the shape is kept on the path. 

1•.!t•J•1 Oth_g£ obje.£1 shaFes 

The .basic idea of t.his approach is to find the skeleton of 

the empty space, the skeleton of tbe shape tc be moved, and vork 

with the skeletons instead of the original shapes. The 

condition for a shape to be contained vi·thin a si:ace can be 

stated in terms cf the skeletons as fol lows: 

(*) Let the quench functicn of the skeleton of the shape be . 

g and the quench function of the skele·tcn of the Empty 

space be r. Then fer all points x of the skeleton of 

V•Path-finding and the skeleton cf a i:lanar Ebape 



the shape, there must exist at least cne pointy on 

the skeleton of the space such that the circle cent.re 

% radius q(x) is contained in the circl~ centre y 

radius r{y). 
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Ccnside.r a 

semi-circular 

lcng 

ends 

thin shape like a stick. By adding 

if necessary, its skeletal graph is a 

straight line segment. Clearly if this line segment can be kept 

aligned with the skeletal g.raph of tbe space while the shaFe is 

being moved then condition (*) is easily checked, since then 

points of t.he shape's skeletal graph lie on the space's skeletal 

g.ra ph. 

l•!•J-J AD 1-shaEed chject 

This is an awkward p~c~lem fo~ humans at the best of times 

and in retiospect it was perhaps overly optimistic to think that 

a clean approach to its solution could be obtained through the 

use of skeletons. Although the skeleton does provide a clean 

approach to the problem of a circular shaped object, I have not 

yet found a useful aFilication cf it to the problem cf moving 

mcrE ccmflex shaped objects. 

The L problem can bE viewed as r~quiring the si~ultaneons 

soluticn of two interacting subp~oblems. Namely, sincE each arm 

is a rectangular stick, first sclve the problem cf moving a 

stick though the doorway. Then# tackle th€ L problem by 

simultaneously solving two problems of moving a stick through 

the doorway, one from each arm of the L, with t.he CCl[plication 

V•Path-finding and the skeletcn of a planar sh3pe 
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that any movement of one stick causes a movement in th€ cthex. 

1•i•l Finding empty mg 

An interesting apflication of the skeleton is to the 

findspace problem: find space en a cluttered tabletop to put 

down another object. This is the FINDSPACE Etcblem of Sussman 

!1913]. The positicn of the maximum sized circular spacEs on 

the tabletop can be found directly from the guench function of 

the skeleton of the empty space. 

skeletal paths and finding the 

This is done by travErsin~ the 

local maxima of the guench 

function. If the circle with radius equal to the maxiDum of the 

quench functicn is sufficient to contain the extra object then 

the problem is solved; if not, the positicns of the maiimal 

circles within the space are good candidates fer the FCSiticn of 

the extra object. 

1-.!!•1 Findill.9 the §hortest distance betW.§~ .!.!£ .§ha pes: 

Given twc isolated flanar shapes, a short~st straight line 

bet~een them can be found by means of the skeleton in the 

fellowing way. "First find the skeleton of the empty ~pace 

surrounding the shapes, and retain only those edges cf the 

skeletal graph having one contact point on each shape. These 

are the i.nter-shape edges. Then, find a point P en the 

inter-shape edges at which the quench functicn takes its minimum 

value. The straight line joining the two contact points of Pis 

then a shortest straight line between the twc shapes. 

VwPath-finding and the skeletcn of a Flanar shape 
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Father than developing the extensive mathematical machinery 

necessary to make t .be a.hove description rigourous, l. c·ffer the 

fellowing intuitive justification. At every fOint en an 

inter-shape edge one can draw a circular disc centred at that 

point, radius the guench function there, and with one ccntact 

point on each shape. As the inter-shape edges are traversed the 

disc expands and contracts in radius. The minimum value of the 

radius of this disc is assum€d at one or more points of the 

inter-shape edges. At such a point the line ccnnEcting the 

contact points of the disc must be a diameter cf the disc, and 

moreover is a line of shortest dista.nce between the edges. 

!•!•! Iinding nearest neighbourbooa regions 

Let P be a ccllecticn cf faints in the plane. The nea..cest 

neigbbourbocd of a point p e P ccnsists of all points x en the 

plane such that xis closer top than to any ether point in the 

ccllection P. The nearest neighbourbocds cf a collecticn of 

feints is also known as the vcronoi diag~am or Dirichlet 

tessellation [Green & Sibson,1978]. Consider the s~eletcn of 

the plane with pcint objects p,qrr, ••• corresponding tc the 

FCints of P. 

Lemmg. The edges 0£ the skeletal graph of tle space surrounding 

the points P fcrm the bcundaries of the neaLest neighbourhoods 

of the pcints of P. 

i.IQ£i ske!.£h. Every point of the plane is either equidistant 

frcm two or mere points cf P, er else is clcser to cne feint 

V ■ Path-finding and the skeleton of a planar shape 
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than to any other point of~. In tbe first case the faint lies 

on the skeletal graph of the space surrounding the poiDts cf P, 

in the second case the pcint is in the nearest neighhoui:hccd of 

scme point of P. Let x be a point in the skeletal graph of the 

space 

Thus 

surrounding the points of P, ~ith contact points p,q e P. 

x is not a vertex of the skeletal graph. In any 

arbitrarily small neigbbcurhocd of x, there are points closer to 

p than to any other point of P, points clos€r tog than tc any 

ether pcint of P, and pcints of the skeletal graph. Bence x is 

a boundary point of the nearest nEigbbourhood cf p and of the 

nearest neighbourhood of q. Similarly, if xis a vertext cf the 

skeletal graph with contact points p, g, r , ••• , x is a boundary 

point cf the .nearest neig.hl:our.hoods of p.,g.,1:, •••• 

Thus the Ekeieton of a ccllection of shapes is a 

gen€rali2ation of the boundaries cf the nearest neighbou~bood 

regions of a collection of points. 

,:£ .. _a ~mmary 

In this chapter I sketched variouE aFFroacbes to 

path-finding and proposed one based on the use of the skeleton 

of the shape of the empty space. In order tc iiplement this 

latter approach I developed a new iterative algorithm foI the 

skeleton that is guaranteed to compute a connected skeleton from 

a connected shape. I sketched how the skeleton could te used 3S 

a heuristic aid in the solving of object-mcving problems, and 

V ■ Path-finding and the skeletcn of a planar shape 



239 

showed how the skeleton could be applied to finding the shortest 

distance between objEcts and to finding nearest neighbourhood 

regions. 

iith this.chapter en pathfinding I have specified a class 

of algorithms which can be used as a basis for the scluticn of 

pathfinding an_d object moving problems in the spatial planner. 

Thus the outline design of the robot-controller is com~lete. 

VaPath-finding and the skeleton of a planar Eb.ape 
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C Fl A.PT El! .!.I 

SU~ M A fil., CG NC L lJ S ..!QJi , !.[Q !.!ITQ]j ,!ill 

ll•J summar_y 

After an introductory chapter, I revie~ed at some length 

the nature of Artificial Intelligence, introduced th~ apFroach 

of simulating· a made up organ.ism, and revievEd several clos-ely 

related pieces of work. Then I dEscribed in some detail a 

system for simulating an environment and the sensori-mctor farts 

of an organism to inhabit it. In chapter IV I sketched the 

overall features of the central program of such an organism, 

lasing it on the notion of the action cycle. one partially 

implemented design vas described and an alternative ap~roach 

prc~csed. An important requirement for any organism, in 

particular for its controller, is a pa·th-f j nding a.bili t_y. To 

this end I described in chapter Van approach to path-fiLding 

based on the skeleton of a shape • . · The skeleton, which was 

originally motivated by physiological considerations and first 

applied to shape description, is also a useful tool for 

path-finding and as a heuristic for other spatial protlems. I 

developed a new iterative algorith~ to ccmpute it. Although the 

actual amount of computation to find the skeleton on a serial 

VI»Summary, conclusicn, and futurE ~ork 
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machine may be 

path-finding, it 

greater 

reduces 

than that for 

the heuristic 

ether techniques for 

search required for 

finding a toute tetwEen obstacles. 

So let me stand tack and take stock. What has beEn ~clved 

and what problems uncovered? 

work? What contribution 

Intelligence enterprise? 

are t .hreef old. 

How does this WGrk relate to ctber 

does it make tc the Artificia1 

The advances cortained in thi& jOCk 

(a) In the first place I explicitly laid out the features of the 

action cycle for a rotot-controller; this has not been done 

befcre. The implementaticn done thus far was based on the 

analogy between the process 0£ perception and the scientific 

method whereby one is always acting on the basis of a collection 

of hypotheses and gathering evidence for these hypotheses in the 

fcrK cf senscry input data. 

(b) A spatial reasoning modol~ is an imfortant and essential 

part 0£ any robot-controller. It makes flans for action en the 

basis of the current collection of hypotheses about the form of 

the envii:onment. The second advance is the developme.nt of a new 

approach to problems cf spatial reasoning basEd en the use of 

the skeleton of a two-dimensional shape. When the er,vircnment 

has been dra~n en an array of points like a screen, an iterative 

algorithm requiring a constant amount of comfutation reduces any 

pathfinding problem to a simpler graph-traversal problem. Each 

VI ■ Summary, conclusion, and future work 
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edge of the graph corresponds to a path between twc objects, 

each node ccrresfonds tc a junction of threE or more paths, 

while the number of nodes is r~duced to a 11inimum. Th us the 

amount of heuristic search is reduced. There are ether ~ay~ to 

do this that are based en a Cartesian representation of the 

shapes of objec·ts, which vill require much mere search if the 

shapes in the envircnment have much extraneous detail. The 

method presented here could clearly be computEd by a neuronal 

network. Thus it is interesting to ponder if this is cne cf the 

al.g cti thms actually used by the .functioning mammalian brain. 

Some interesting technical problems were uncovered in this 

approach. one is called the rope-tightening problem. When you 

have found one reasona.ble path between t"'o Feints, .bow do yo11 

tighten the path to the shcrtest possible way? T.he ether 

technical problem relatEs to elucidating the full details for 

moving an L-shapEd object through a doorway. I presenterl one 

suggesticn for approaching t.he solution to this prob.1-em. 

(c) As discussed in chapters II and III there have been several 

Lobct simulation programs vritten hefore and the full details of 

my robot simulation were described there. Mine is the first to 

handle the movement and collision o.f two dimensional shape~. Of 

the previous two major robot simulations, Becker & Me~riam used 

a Cartesian representaticn and Nilsscn & Raphael used a digital 

representation of shapes. The Cartesian represents shapes as a 

series of points given by Cartesian coordinates while the 

VI•Summary, conclusion, and future work 
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digital repr€sents a shape directly as an array of points like a 

screen. Of th~ previous rigid object mcticn simulations, 

Eastman and Pfefferko.rn used Cartesian :representations ,hile 

Funt and Baker used digital representations. My advance vas to 

use a combination cf t.he Cartesian and the digital 

representations to simulate tbe motion and ccllisicn cf objects 

en a tabletop. 

ll•; Cone lusicn 

l began the th~sis by asking what computational processes 

are required £or spatial reasoning. ~y answer, and, briefly, 

the conclusion cf the thesis, is this. Comfutational processes 

incc.rporating algo:citbms fo.r computing the digital skeleton of a 

pla.nar shape may prove to he su.ff icien t for the s patia.l 

reascn~ng of a robot-controller. 

1,l.J jesearch ,E.£ol:lems 

This consists of a list of Froblems €ncoantered in the 

ccuzse of our project, that need further investigation. 

1. froblems related to the simulated envircLment. 

(a) Extend TABLETOP to compute eiact collision points between 

robot or object and an obstacle. Two methods for doing 

this were described in 1II.3, which should be inplemented 

and tested. 

VI•Summary, concla~ic~, and future work 
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(b) Simulate parallel operating hardware to carry out the 

TABLETOP simulation. 

(c) Generalize the TAEl!~OP simulation to thre€ dimE~siors. 

(d) Design a mere interesting environment. Trivially, this 

can be done, for example, by allowing randomized action 

effects; less trivially, by allowing independently moving 

objects. Since any extension of the environment requires 

a corresponding increase in the capabilities of the 

organism-controller, no such extension should be 

contemplated until the current environment is competeDtly 

handled by the current o:cganism-ccntrcller. 

2. Problems related to the organism-controller. 

(a) Allow a restricted ·form of natural language input for the 

task statement. 

(b) Design a more •realistic• form of vision. 

(c) Implement the spatial planner. In particular, extensive 

exEerimEntation with the L-shaped ctject p~cblem is 

required. 

3. Problems related to the skeleton. 

(a) Implement skeleton algor±tbms that use 16-connected cells 

( l:) 

rather than 8-ccnnected cells, 

perfo;mance with tbe algcrithm for 

and with true Euclidean skeletons. 

Extend the skeleton algorithms to 

and compare their 

8-ccnnected networks 

apply to 

VI•Summary, conclusicn, and futtre ~ark 
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short definition of the 3D skeleton is 

centre of maximal spheres", and in 

general the JD skeleton is a surface net a li .ne. It may, 

however, be of scme use in planning the movem@nt of 

objects in three dimEnsion.s. 

VI•Summacy, conclusion, and f~ture vork 
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APPENDif~ 

.!•1 '.rABLETOP user's manual 

Eun L.ISF, then type tbe followi.ng to bring up the TABLETOP 

system: 

(DISKIN BSR1:EASIC RSR1:SBWJLISP RSR1:ENVIBONMENT#5 COE4:SSi#OH) 

(OH.SENSE) 

A snapshot of the environment is then diEplayed on the screen, 

and the bug can now be contcolled by a small numter of ccmmands. 

After each command is given the retina.l imfression and tactile 

imFression of Otak are diEplayed. 

In the fellowing ccmma.nds, "distance" is a FCsitive oc 

negative number with a decimal pcint. "ori€ntaticn" is a 

comfa~s direction (one of N,NE,E,SE,S,SW,W,NW) or a positive or 

negative number with a decimal pcint. A zerc numter means 

north, a positive number means an angle measured clockwise from 

north, and a negative number means an angle gea~tced 

anti-clockwise from north. "radians" is a positive or negative 

numbe:c, or one of the angles PI or PI/2. "degreEs 11 is a 

~ositive or negative number. Fer both "radians" and "degrees", 

a pcsitive number means a clcckwise turn and a negative number 
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means an atti-clcckwise turn. 

(SI.I DE distance orientation) The bug mcves approximately 

"distance" units in t.hE direction "orientation 11 • 

(BOLD) if the bug is immediately adjacent to a movable o.t:ject 

then after this command is executed the bug and the 

adjacent objEct are cemented together and move as 

one rigid object. The PUSHTO and TUBN comwands must 

now .t:e used. 

(LETGO) Undoes the effect of HOLD. After this command the tug 

can move freely again, by means of the SLIDE 

command. 

(P0SHT0 distance orientation) The bug and the object .held move 

as one rigid unit approximately "distance" units in 

the approximate direction -n orientation"• 

(TURN radians) The bug and tbe abject held turn as cne tigid 

unit through an angle of apprcximately "radians" 

.radians. 

('IUliND degrees) 'Ih-e bug and the object held tur.n as one rigid 

unit through an angle of approximately "degrees" 

deg.rees. 

(WO.BLD integer) This sets up 

"integer" must lie 

a new enviro.nment for thE bu~ 

tet~Een 0 and 8. These are 

predefined environments; there are also facilities 

for setting up an envircnment directly using the 

functions STA'BT-SRW, CREAT'E-OB.J!C~, and POTPUSBER. 

Examples of their calling sequences can be found in 



248 

BSR1:ENVLBON#5. 
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!•i ! .£.QJgbin3torial lemma 

A csguare is defined as a square witb eight lccat~cns on 

it, cne at each ccrner and one at the midpoint of each side. 

Each location may be occupied or vacant. Thus the set S of all 

csguares contains 2 8 =256 members. Nov consider the group G of 

rotations and reflections cf a sguare into it.self. G has eight 

elements, consisting of the identity, three rotations, and four 

reflections. Each element of G acts as a permutation cf thE set 

s. Two elements cf s1, s2 of s are equi valfil!_! if there is a 

gtoup element g such that gs1=s2. Th~s is an equivalence 

relation that divides s into a number of equivalence classes. 

Lemma. The number of equivalence classes cf csquares under the 

gro~p G cf rotations and reflEctions of a csguare is 51. 

Froof. Ey Burnside's lemma (see for example, (de 

Eruijn,1964,p.150]) the number of equivalence classes is given 

by 

1/ JG J psi{g) 

where JGJ denotes the numter of elements of G, and, for each g, 

psi lg) denotes the number of elements of S that are invariant 

under g, that is, the number cf ses for which gs=s. 

Por the group G of reflecticns and rotaticns of a square, 

JGt:8. G={I,B1,B2,R3,BE1,BB2,BB3,EE4} vhere 1 is the identity, 

Bi,i=1,2,3 are the rctaticns, and ~Rj,j=1,2,3,4 ar€ the 

reflections. Then one has psi(1)=256; psi(R1)=psi(B3)=4; 
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psi (B2) =16; psi (BB1)=psi (BB2)=psi (.aBJ)=psi fB.B.4)=32 • . , Thus the 

number 0£ e gui valence classes is 

1/8{256•4+16+4+ij*]2J=408/8=51. QED • . 

One representative £rem each equivalence class is shown in 

figu,re A 2. 1. , 



2 S"o(a.) 

Figure A2 .. 1 

0 - • .. • . 0 • . 0 • 0 0 • • • • • 0 • . 
• • . • • • . . . • • * • . 
• . • . . • . • . • • • • . • • • . • • 0 

• * • 0 • 0 0 • • 0 • 0 • • 0 0 • • 0 • 0 
• . . . • * • * • • • . . . . • . • . • . . • . • . . • • • . 0 . • 0 

0 • • 0 . 0 0 • • • • • 0 • 0 0 * 0 0 * . 
• • • • • • • • • * • • . . • 
• • . . * . - • • • • • . • . • • 0 • • 0 

0 • 0 0 * • 0 • 0 . * 0 0 • • 0 • 0 . • 0 

- • - • • • • * • - • . • 
• * • • • - • • • • * • • • 0 • • 0 . • 0 

0 • • 0 • 0 • * • 0 * 0 0 • 0 0 * 0 0 * . 
• • • . • • • • . • • • • 
• * 0 0 . 0 • • • • . 0 • • - . • 0 • * 0 

0 • 0 • * 0 0 • 0 0 • - 0 • . 0 • 0 D • 0 

• • • • . • • * • • • * • • 
• * 0 . • 0 0 • 0 0 . 0 • • . • • 0 0 • 0 

0 * 0 0 * 0 0 * 0 0 • . 0 * 0 0 • 0 :) .. • . * • • • • • • • * * * . • 
0 * . 0 • 0 • • • • • 0 0 * 0 • • 0 J * • 

0 • 0 • • • 
* • • . 
0 • 0 . • • 



!•1 Q1! Funt•s ,&:i_gid shall rota-tion :1.lgo.ri .h m 

Let a situation be an arrangement of sgua.ces. en the WHISPER 

array and let a .,Iotation he an ordered pair {centre of rotation, 

angle of cotation). A rotation transforms a situation into a 

new situation. This is defined precisely as fellows. SUFFOSe a 

rotaticn rhc={C,alphaj is used to rotate situation SIT1 into a 

new situation SIT2. The transformation is carried act by 

rctating each square Qin SIT1 independently. The image sguare 

B of Q after rota·tion rho is comFuted by the followi.ng method. 

Let P be the centrepoint of square Q. Now with centre C and 

radius CF, rotate P by amount alFha to a new positi~n P' and 

determine which square c.f the arra1 contains f '. . This is B, the 

imag~ squa.re of Q under rho. Note that the distance between R 

and F' may have any value up tc root2/2. ~he transfccmed 

situation SI'l2 consists of the set cf all image squares under 

rho. 

The simplest examples illustrating why the depiction cf an 

object on the array disintegrates are shown in figure A3.1 • 

Not@ that the distance bet1i1eEn the centres cf tvo edge-adjacent 

sguares is one whereas the distance between the centres of t~o 

diagonally corner-adjacent squarEs is root2. Thus the centres 

of two edge-adjacEnt squares, •en rotated bJ 45°, can map into 

the ~ square. This is a merge of two squares into one. 

Similacly, the centres of two corner-adjacent squares can map 
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A 

C 

FIGURE A3.l (continued) 

B 

C. 

C. 

SPREADING THEOREM. 

The axis distance between the 
squares in situation A is 2, 
the axis distance between the 
squares in situation Eis 4. 

l53 
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into two A2,ll-edge-adjacent squares in a row. This is a lflit 

betveen two previously adjacent squar€s. Giver. ar. initial 

situation and a sequence of rotations, the fim sitaati2~ is 

the situation arising after all the rotations cf the sequence 

have been appliEd in succession to the initial situation. Let 

the centre-~ of two sguates be the line joining their 

centres. Let a _1!-sguare situation be a situation with exactly n 

squares. Then tbe fcl1cwing lemmas hold. 

~~ lemmA• 

of rotations 

sitnaticn • 

For any twc-sguare sitaation tbexe is a seguenca 

such that the final situation is a cne-sguare 

.a.Eli.! lemma. For any t we-square situation and arbitrarily l :irge 

number X, there is a sequence of £otations such that the fina1 

situation is a two-square situation and th€ di.stance between the 

centres cf the squares is at least x. 

Three further lemmas are needed to prove the SFlit/merge lemmas. 

Staggered rotation lellA• In a two-square situation let the 

centre-line of the two sguares lie at same angle between the 

horizontal and 45°. Let the horizontal distance tetween t1ieir 

centres be n. Then two sequences cf rotaticns can te found, 

each of whic.h keeps the horizontal dis·tance .tetween t.be cectres 

0£ the squares egual ton. One has property (a) and one has 
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property (b) in the corresponding f.inal situations. 

(a) Tbe centre-line cf the two squares is horizontal. 

{b) 'The centre-line cf the tvo squares makes an angle of 45° 

with the horizontal. 

The staggered rotation lemma essentially says that if two 

squares have a 45° centre line and a .re separated by n 

intermediate squares (nlO), then they can be rotated in a 

staggered fashion so that they bav~ a horizcntal centre line but 

are still s€parated by exactly n inte%mediate squares; and 

ccn versely. To be more precise, suppose that in a two-square 

situation the coordinates of one square relative to the ether 

are (ix,iy). Then the ill§ dis·tance between the squares is 
m = Max{lixJ ,liJtj. The staggered rotation lemma then says that 

any t~o-square situaticn can be transformed into any other in 

which the axis distance t€tween the sguares is the same. 

Given a two-sguare situation with 

distance n between the squares, and suppose 

(m - 1)*root2 < n < m*root2 

axis 

holds for some integer m > n. 

rotations such that in tbE final 

Then there exists a sequence of 

situation the axis distance 

bet~een the squares ism. 

(Frcof: cne 45° rotation plus one staggered rotation.) 

The proof of the merge lemma now fcllc~s by alternate 

ai;plicaticns c£ the shrinking lemma and tbe staggered rotation 
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lemma. 

le m.ma. Given a two-square situatioD vit.h axis 

distance m between the squares~ ana suppose 

n - 1/2 < m*root2 < n + 1/2 

hclds for some integer n > m. Then there exists a sequence of 

rotations such that i~ the final situaticn the axis distance 

between the squares is n. 

(.Frcof: one staggered rotaticn plus cne 45° rotation.) 

The proof of the split lemma now fellows hy alternate 

applications of the expanding lemma and ttE stagge~ed rotation 

lemma. successive applications of the merge lemma Frove the 

fellowing 

CclJg,Esing theor:em. Given any initial si tuaticn the.re is a 

sequence of rctations such that the final situation contains , 

cnly cne square. 

Conversely, the question is whether the split lemma can be 

generalizEd to multisquare situations. The answer is Jes. 

~.E,IEading theor2. Given any situation withs squares and given 

an arbitrarily large nu11ber x, there is a sequence of rotations 

such that in the final situation there are still S squares and 

the distance between any two squares is at least x. 

E!.£~i (outline). Pick a pair of squares with minimum axis 

,. 
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distance and take the centre of one of theEE as the centre of 

rctaticn for all fcllcwing rctaticns. First jiggle each sguare 

in turn unti.1 all the squares lie on either of the two diagonal 

lines through the centre cf rctaticn. Ne merges must be allowe1 

to occur in this jiggling. An individual sguare can alwa1s be 

moved without moving any other sguares, by pic~ing a centre of 

rotation closer to that square than any other. In particular, 

'ccmpact• sets of squares, as would occur in the original 

depiction of an abj€ct, can be split up without any merges. Now 

rotate 45° so that the diagonal lines a.re in the 

hcrizontal/vertical position, then carefully stagger back to the 

diagcnal fOsition. The 45° rctaticn does the splitting, the 

staggering regains t:he standard position. Repeat this cntil 

sufficient spreading has cccurred. 

The collapsing ~nd Sfreading theorems are enough to show 

that Funt's object rotation schem€ cannot wcrk. 
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