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Abstract

This thesis is concerned with srpatial aspects ¢f percertion
and action in a simple rckot. To this end, the problem of
designing a robot-controller for a robot in a simulated
rcbct-environment system is considered. The environment 1is a
two-dimensional tabletop with movable polygonal shapes cn it.
The rcbot has an eye which ‘'sees' an area of the takletop
centred on itself, with a resclution which decreases frcm the
centre to the periphery. Algorithms are presented for
simulating the mction and collision of two dimensional shapes in
this environment. These algorithms use representations cf shape
koth as a sequence of boundary points and as a region in a
digital image. A method 1is outlined £for constructing and
updating the werld model of the robot as pew visual input is
received from the eye. It is proposed that, in the world model,
the spatial problems of path-finding and object-moving be Lased
cn algorithms that find the skeletcn of the shape c¢f empty space
and of the shape of the moved object. A new iterative algorithm
for finding the skeleton, with the property that the skeletcn cf
a ccnnected sharpe is connected, is presented. This is aggplied
to path-finding and simgle cbject-moving Fprcblems. Finally,
directions for future work are outlined.
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Oh the mind, mind has mountains; cliffs of fall
Frightful, sheer, no-man-fathoned.
Gerard Manley dopkins
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CHAPTER I

NTRODUCTION

I.1 Aims and motivation

This thesis is animated by a desire t¢ understané tte
connection Lketween percepticn and action. Every day we do such
sircple things as
- avoiding all obstacles in crossing a cluttered rocx
= navigating through an unfamiliar house
= making and executing a mental plan tc go to the lccal shop

Cr Cross a campus
- moving an awkwvard piece of furniture around a house.
Likewise cur pet dogs and cats are good at navigating through
their spatial world.

For an corganism to

lm
o
]
=
o]
[=
—+
)
w
=~
n

so easily, what computational

processes are required?
Here you will find the teginnings cf an answer tc¢ this question,
which may be refined in any cne of a dozen directicns.
The question as stated is too nebulous to ke given a
meaningful answer; to delineate it more precisely I opted to
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proceed as follows:
1e Design and implement a simulated robot world which reflects
to a certain extent the spatial aspects cf a cluttered room
or the floorplan of a house.
2. Specify a class of +tasks of a spatial nature which the
rtobot might reasomatly be expected to sclve in this wcrld.
3. Design computational processes which enable the robct to
handle these tasks in 3 reasonably intelligent manner.
This, in summary, has been my research prograw.
The simulated robot world is carefully designed tc enforce
a ncn-trivial treatment of the interaction Letween percegtion
and acticn. The robot's sensory input frcm distant parts of the
ervirconment is either non-existent or very inexact and fuzzy, in
accord with real world crganisms; yet plans have to be made and
acticns executed. I am thus squarely confronted, albeit very
crudely, with the problem of acting in the face of incosplete
and inexact knowledge, In the =sinmulated robot uwcrld it is
possible for the executed actions to be inexact in a similarly
fuzzy wanner, Jjust as in the real world. So £far, however, I
have suppressed this feature, in order to ease the achievement
of the overriding concern: the «creaticn c¢f a functicning

rckct-ccntrcller,

This thesis is also animated by the belief that it is of
fundamental importance to understard the computational processes
invclved in spatial problem solving. There are several lines of

IsIntroduction



argument to encourage this belief.

First of all, spatial reasoning must be cne of the nost
fundamental akility we possess, since we inhabit a spatial wcrld
and if we couldn't solve spatial prcblems we would always be
bupping into things! We are also superbly good at it. For
instance, we control large rectangular shapes cn winding roads
or in rarking lot mazes, and a ball-player ccntrcls the velocity
and spin of a small round object with fine precision.

Second, spatial reasoning satisfies the criteria prcrposed
by [ Marr,1976] to guide the choice of a research problem in AI.

"If one believes that the aim of information-processing
studies 1is to formulate and understand particularc

informaticn-grocessing problenms, then it is tte
structure of those prchblems that 1is central, noet the
rechanisns through which they are implemented.

Therefore, the first thing to do is tc¢ find prcblers
that we can solve well, find out how to solve them, and
examine our performance in the light cf that

undecrstanding. The most fruitful source of such
problems is operations that we perform well, fluently,
reliably, (and hence unconsciously), since it is

difficult to see how reliability could be achieved 1if
there were no sound underlying method.”

Spatial reascning is a prcblem that we sclve "well, fluently,
reliably" and largely unconsciously; therefore it 1is a
worthwhile research objective.

Third, +there 1is an evoluticnary argurent. The siamgle
crayfish runs mazes; birds don't bump into forest leaves and
branches; an orca whale races through a kelp ted without
touching a stalk; a mouse will rarely fail tc reach 1its cheese
or a dcg its bone; the monkey swings from tranch to trancah. So,
as "cntegeny recapitulates phylogeny", <cne might well expect

IeIntroduction



sratial reasoning to underly our higher mental faculties. As an
aside, the  minuscule brain of the hummingbird solves a
devastating spatial problem: givep a meadow with a profusicn of
flowers, each .variety having different nectar-producing
properties, the humming bird appears tc maximize net energy
input while foraging and simultaneously otinimizes the time
expended [Gass et al.,1S76]. A truly amazing piece of
computation by a very small krain.

Fourth, there is a develcpmental arqument., Young children
solve spatial problems such as the classical monkey and benanas
proklem before they can talk, and *he newbcrin babe, cnly a few
hours o¢ld, will react appropriately to a moving object,
flirching if it comes dangerously close, and continuieng to
follow it with eye-movements if it passes behind a staticnary
object [Bower,1974].

Fifth, our language is ©permeated by =spatial rmetaplors.
Consider the word "permeate" Just used., Dces it not evcke a
visual irage consisting of "spatial metaphors", "permeating", in
a very physical sense, '"cur language"? - Does nc* a visual image
acccnpany every sentence one utters? Even the most abstract
type of language uses spatial metaphors. For instance, one
"pbuilds" an arguoment "on"™ a firm "foundation"; one Marrives at"
a conclusion,

Sixth, there are many anscdotes ccncerning the wuse of
spatial rteasoning and visual imagery in. making fundamental
scientific discoveries. For instance, the paper models of

IsIntroduction



Pauling for the alpha-helix, and of Watson and Crick for the DNA
mclecule; Faraday's visualization cf magnetic lines of force as
narrow tubes curving through space; Kekule's discovery of tha
structure of the tenzene molecule by his visualization of a ring
of snake-like, writhing, chains, each seizing its neighkoutr's
tail; and in mathematics, H&damard tas deccumented many instances
where a rroblem was apparently solved by visual imagery.

These arguments in favour of spatial reasoning inexorably
lead one to propose the hypothesis that the mechanisms required
fcr spatial reasoning may vwell underly other atilities tkat have
developed later in evcluticn, for instance the use of language.

The overall structure of my thesis may now be summarized.
I 1lay out a research prcgram and describe the prcgress made cn
several fronts., The overall implementation goal is to build a
functioning robot-contrcller £for the simulated <rTobot. The
inrplemented parts are described in detail. For those parts not
yet implemented, their theory and design is sketched in some
depth, to the point at which, in scme cases, further prcgress
can cnly be made through an attempt at implementation. After
all is said and done, this is the feature that distinguiches
Artificial 1Intelligence, as actually practised, f£rcm all cther
intellectual disciplines: the development of theory through

program implementation,
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I.2 The action cycle

The information-processing component cf any crganism that
physically interacts with the outside world must consist of
three distinct ©parts: sensory receptors, acticn effectors, and
an intermediary that relates the senses and the actions,. My
main interest is in a sufficient design for the intermediary,
which in this thesis will be referred to as tha
rebeot-cecntroller. The intermediary could of course te null but
that results in 3 very uninteresting organism which <could not
long survive in its wcrld., In my case, the design cf +the
intermediary, the —robot-ccntroller, 1is ccnstrained by the
reqgquirement that the organism exhibit reascnably intelligent
behaviour., (Intelligent behaviour will be taken as a primitive
judgment and analyzed no further.)

The major task of a robo%-contrcller, in crder tc¢ iggraove

the organism's survival chances, is to build a wscrld model: a

model of the cutside world. 1In information-processing tersms, a
wcrld mecdel is a data tase of facts which, together with
interpretive procedures, enables the prediction of future
sensory input. Fquivalently, it 1is a data structure and
procedures for making predictions abcut the <cutside world. A
good world model makes correct predictions mcst of the tine.
The purpcse of a world model is to allow the constructicn of
flans and thus to bketter achieve the organism's goals. Building
a werld model is an inductive task, using sensory inputs as the
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pricitive items of evidence. Thus the wecrld model <c¢f an
organism is a functicn of the design of its receptors, and
furthermore can never ke assumed tc be correct - the true nature
of the outside world is forever unknowable. As a consequence,
different organisms build very different wcrld mcdels. 7Ta an
octcpus, for instance, whese sense o¢f tcuch can e¢nly signal
surface texture and curvature, a small smooth perspex sphere is
indistinguishable frcm a lcng smooth perspex cylinder having the
same curvature [Wells,1978].

The interface between an orgarism and the outside world is
defined by the organism's sensory <receptcrs and action
effectors, and is necessarily always sloppy. This may be taken
as an intuitively cbviocus fact, or may be supported by the
fcllowing information-thbeoretic arquments., On the sensory side
one may argue as follows. First, at any momernt in time a finite
organism can only receive a finite amcurt c¢f information,
whereas there 1is certainly an unbounded amount c¢f information
which cculd be detected at any one time and moreover, if one
believes either that the features of the outside world are
ccntinuous, or that the outside world is infinite, or toth, then
there 1is an infinite amcunt cf sense-able infcrrmation. This is
a stecial case of the more general fact that a small finite
organism in a large or unbounded world could neither contain nor
receive all the [potentially sense-able infcrmaticn available
frocm the outside world. A more practical arqument: by the very
design of natural sensory receptors, all input is digitized,

IsIntroduction



hence is an approximaticn to guantities that are generally tak=en
tc be ccntinucus,

On the action side, c¢ne may argue as follows. The very
statement that the result of an acticn was inccrrect, or slcppy,
irplies the existence of a world model which was used as a
standard of compariscn fcor the outccme of the acticn. There are
tvo rpoints here, Pirst, a world model is never one hundred
percent exact, so the predicted outcome may Le simply wronge.
Seccnd, suppesing the werld model is exact, the ccmputaticn of
the cutccme of an action may require an unkounded amount of
time. But in the outside world life goes on and actions must be
taken, so the computation must be cut off in a fixed amount cf
time - and so mistakes are inesvitable.

The discussion so far is summarized 4in figure I.1. cur
robct-ceontrcller functions, at the top level, ty the perpetual

repetition of the action cycle, a loop ccntaining three farts:

perception, planning, and action. In our robot-controller thess
three processes are performed in serial order, whereas in most
living organisms they are presumably performed in parallel.
While I am discussing organisms in general, let me
introduce the following terminology: the total sensory (visual,
tactile, olfactory, auditory, ...) inpu* at any instant of tinme

is called a sensory (visual, tactile, olfactory, auditory, ««.)

impression, following David Hume.
In summary, then, the action cycle occupies a fundamental
position in the information-processing of any organism. Tke

I=sIntroduction
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elucidation c¢f its structure, for the simulated rokot, is the
main task of my research program. My progress is described in

chagters IV and V.

I.3 System overview

The system consists c¢f three main prcgrams: TABLETOP, that
simulates the outside world; UTAK, that simulates the robot; and
PPA, the robet-ccntrolling progranm.

TABLETOP sinmulates a frictionless tabletep with a gclygeonal
restraining boundary. There may be arbitrary pclygonal shapes
on the tabletop, some fixed and some movable. These shages
constitute the objects of the outside vworld. The tabletop

bourdary will be referred to as the yva2rge to avoid confusion

later. There are never any holes in a fixed or movakle object.
On this simulated tabletop the everyday laws of physics hald:
that is to say, the shape of an object remains invariant during
moticn, and if the path of a moving object is obstructed by
another object or the verge then tke moving object ccmes to an
immediate standstill with a small gap tLetween it and the
offending obstruction. The concepts of mass and momentum have
not been implemented, though there would be little difficulty in
decing so. Consequently there are no "start ug" or "slow down"
times associated with robot movements, and when a wide mcving
object collides with an obstacle near one of 1its 1lateral

IsIntroduction
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extremities no terminal rotation of any kind is simulated: the
object simply ccmes to an immediate halt.

UTAK simulates the robot, Utak!, whe is represented as a
dimensicnless point and is free to move anywhere there is empty
space. Though dimensionless, he cannot slip between two
adjacent objects which have point-to-point, point-to-edge, or
edge~to-edge contact. He can grasp an adjacent mcvable obiject,
and can move with and release such a object. An example task
environment including Utak is shown in figqure I.2.

Utak senses his environment with an eye bhaving a 1limited
field of view and having a variable resolution: fine in the
centre (the "fovea") and progressively cocarser towards the
peciphery. The eye may be thought of as a TV camera, suspanded
at the top of a stalk sticking vertically up from Utak, with tke
camera pointing ﬁiréctly downwards at the tabletop and its field
of view centered on Utak. Thus the eye gets a +two-dimensicnal
view of part cf the taktletop and an image of Otak always appears
at the centre of the field cf view.

The retinal geometry of the eye is shown in figqure I.3(a).
Each little square constitutes a retinal field, and covers 1a

certain area of the task envircnment depending upom Utak's

- -

1Rather than always referring to the '"roltot" and using tha
proncun "it", T will usually refer to "Otak"™, whec may ke lik=aned
to a semi-intelligent dog, and use the prcnoun "him"., Of
course, no sexual discrimination is intended. Likewise no
phylcgenetic discrimination is intended either: "Utak" and "hinm"
are simply more pleasant ways to refer to what 1is @wmerely an
abstract device emtodied in a ccmputer rrcgram used to probe
very gingerly into the principles of cognitive science.

IaIntroduction
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FIGURE I.3 (a) The retinal geometry.
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Fosition. Corresponding to each retinal field there is a
retipnal gcell, which registers a graylevel, or integar in tke
range 0 - 7, that depends on the ratio of object to total area
of the task environment covered by the retinal field. A retinal

impression is the structured set of graylevels registered by all

the retinal cells at one particular instant in time. The
retiral impression received by Otak when in the situaticn of
figure I.2 is shown in figure 1I.3(b). UOtak alsc has eight
"tactile" receptors, one in each of the eight basic ccampass
directions, vhich allow him to sense tke <colour of an
impmediately adjacent ckiject. A tactile ingrésgggn is the
structured set of eight colors registered by the tactile
recertors at one particular instant of time,

In sum, then, Utak inhabits an ocutside wcrld which may be
likened to a tabletop with confining verges, where he can wander
around and move oktjects, and where his sensory cecntact with this
world consists of a series of retinal and tactile ipsfressicns.
It 1is his problem +c make sense of all this sensory input
(James' "bleccming, buzzing confusion") and create a M™world
model" for planning purposes. That 1is a majecr rroblem for
Utak's brain, the rotot-ccntrclling program.

The class of tasks given to Utak consists of path finding
{"Gc to the north-east ccrmer") and cbject mcving tasks ("Push
the =quare movable object into the next roon"™). The statement
of a task may require ccnsiderable changes tc Utak's world
scdel, Consider, for instance, the object-moving task just
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mentioned. If Utak has sc far seen a square mcvable cbject bhut
has <¢nly explored what he thinks is cne end c¢f a single roon,
his wcrld model before the task statement will simply consist of
a reoom with one square mwmcvable object in it; but after
"understanding" the task statement his world model will include
an extra rooem with a doorway which connects it to the rocm he's
currently in at a position consistent with his accumulated
sensory experience to date.

EPA, the robot-controller, is divided intc three parts:
ACCCM, SPLAN, and ACT. PPA is an acronym for perceive, plan,
act, the three parts of the actien cycle. ACCOM accepts a

retinal impression and modifies (accommodates) the current world

nodel in the light of this new evidence; SPLAN is the spatial
plapner and -is responsilkle for always maintaining a valid plan
to achieve the current task by creating a new plan or by
updating an old one; while ACT simply computes from tke current
plan the next acticn to be executed.

A world model, a task, and a plan are defined at all times
in EPA, whatever Utak's actual situvaticn, including the @mcment
befcre OUOtak M™opens his eye" and receives his first retinal
impression., So far, the fcllowing defaults have been used. The
warld model 1is taken to be a large empty square centred on
Utak's initial fposition. The default task is to explore the
assumed world, which means "collect evidence (i.e. sensory
input) tc cenfirm the current world model"., If the default task
results in the specific task c¢f, say, ™go tc the north-east
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cerner", then the current plan weoculd ceonsist c¢f walk actions to
the hypothesized position of the north-east corner. Other
Fossible defaults are "sleep" or "find food".

I have not considered problems of mctivation or drive.
These are clearly important and involve decision-making and
rewvards, The archetygpal problem consists ¢f an corganism hunting
for food in an environment whose food-supplying characteristics
are partly known., The organism is getting hungry (fccd or fuel
runrcing low); what 1is the best survival strategy for this
organism? There is a 1large scientific literature devoted to
such problems in the fields of decision theory and game theory.
For me, these problems are secondary to the tasic questicrs of
representing the spatial world and sclving spatial problems.

The ACCCM program, responsitle for ‘understanding inceming
sensory impressions, divides into two parts, ACC-INIT and
ACC~-SUB. ACC-INIT accomcdates the initial default wcrld model
tc the very first retinal impression while ACC-SNB carrises out
all subsequent accomodations c¢f the world mcdel tc incoming
sensory impressicns.

The =spatial planner SELAN depends on a suksystem called
SHAEE to solve path-finding and object-moving froblenms. SHAPE
makes extensive use of the world model. The tasic world nmodel
is maintained in a format of points and lines specified Ly means
of Cartesian coordinates and will sometimes be referred to as

the Cartesian world model or the Cartesian crepresentation.

SHAEE functions by projecting and re-projecting all or part of
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the Cartesian vorld model onto a digital array (tbe screen).
Path-finding and object-moving problems are solved in simple
cases from cne projection on the screen; more interesting cases
require several projections. A projection of the Cactesian
representaticn c¢nto this digital array sill scmetimes be
referred to as an image representaticn.

The most important part of SHAPE 1is the collecticn of
algorithms for solving path-finding and object-moving problems.
These ,are based upon the concept of +the skeletcn ¢f a two
dimensional shape. A more descriptive but more cumbersome ternm
for it is the symmetric axis transform of a shape. To get an
idea of what the skeleton of a shape looks like, examine the
shape and its skeletcn drawn in figure I.4. I found that the
skeleton was a useful tocl for path-finding protlems, and would
be a wuseful heuristic for object-mcving fprcblems provided
algorithms could be devised to ccmpute it. It turned out that,
for reasons given in <chapter V, the puklished skeleton
algcrithms were Unsatisfactory. Luckily, cne of these provided
a gcod base from which I wvas able to derive a satisfactory
skeleton algorithm,

There is a very nice mathematical definition of the
skeleton of a shape. Consider the set of all circles that lie
totally within the shape and partially crder them by inclusion;
the skeleton 1is then defined to be the locus c¢f the centre of
all maximal circles in this set. 1In addition, each point of the
skeleton has asscciated with it the radius cf the maxiral circle
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with centre at that point; this is known as the guench function.

However, the skeleton algorithm that I use does nct ccmpute
exactly the skeleton as I have just defined it. This is because
the circles used in the mathematical definiticn are drawn using
the familiar Euclidean metric for the distance between ¢two
pecints in a plane, whereas my algorithm uses a quasi-Euclidean
metric to approximate the Euclidean distance. Using this
quasi-Euclidean metric, the skeleton can be computed in a very
M"local"™ manner. Consequently T shall, when necessary,

distinguish Ltetween a Euclidean skeletcn, as defined above, and

tke digital skeleton, as computed by my algorithm. The
difference between the two can be observed by overlaying the
Euclidean skeleton of I.4 on the digital skeleton of figure I.5.

The skeleton of 2 shape is the key idea behind the spatial
plarner. It has a very intuitive appeal and can Lke used to
sclve more than Jjust path-finding and object-moving problems.
For instance, it can also Le used to sclve the fcllcwing
prokblen, otherwise knewn as the findspace prchblem
{Sussman,1973]. Given a two dimensiomal shape that ycu want to
put down on a cluttered surface, where dc ycu gplace it? The
thecry and algorithms concerned with the skeleton of a shape¢ are
worked cut in chapter V.

To complete this overview of PPA, the third and £final
component is ACT, the executive prcgram that ccmputes the"next
acticn for Utak from a completed plan. This 3is not entirely
trivial because the size of the next acticn has to ke a function
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of the confidence Utak has in the details cf the world model in
the vicinity of his current position and cf the accuracy with
which he can execute an action. The speed at which one runs
thrcugh a rocm cluttered with furniture depends both ¢n how well
c¢ne can register the positions of the items and on how well one
can control one's movements,

To summarize this section: I have outlined the w@major
compcnents of PPA, the rokot-controller, and I have presented an
impcrtant underlying concept, the skeletcn c¢f a two dimensional
sharge. The accompanying figure I.6, which illustrates this
stage of PPA's design, may be regarded as a first crder

elakboration of the action cycle of fiqure I.1.

I.4 System status

All parts of the system have been designed, to varying
degrees of detail, and some parts have been inplemented. The
TABLETOP and UOTAK simulation programs, which execute actions and
produce tactile and retinal impressicns, have been 1implemented
and are described in <chapter III. The current status of the
cther parts of the systenm, namely ACCOM, SPLAN, and ACI, is
described in full in chapter IV. Of the twc subparts of ACCCH,
ACC-SUB has been designed while ACC-INIT has been designed and
implemented., A full implementation of the spatial planner SPLAN
has not reen attempted, but the overall design of SPLAN and its
rajecr subpart SHAPE 1is ccmplete. SHAPE's nmost fundamental

I=sIntroduction
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operation, the skeleton—-finding computation, 1is conmplete and
implemented; that is the main algcrithmic contribution of this
thesis.

Taking the engineering view towards AI, I make tvo
contribtutions in this thesis. One is an efficient system for
siprulating the motion of rigid two dimensional shapes, th2 other
is the design and partial implementaticn of a =<spatial planner
that finds Fpaths and produces plans fcr moving twe dimensicnal

shages arcund on a flat surface.

I.5 BReader's guide

Chapter II, consisting of twc parts, is concerned with
background issues, The first part ccncentrates om giving an
overall view of the whole AI enterprise while tle second rpart
revievs nuperous pieces c¢f work frem AI and 1its sister
disciplines that are closely related to my own. Chapter III
describes the design consideraticns and algcrithmic details of
the simulated robot world, while chapter IV covers the whcle
rcbect-ccntroller design. I include in chapter IV a numker of
task scenarios that my rotot-ccntrcller, when fully inplemented,
is designed to be akle to execute., Chafpter V describes the
thecry and algorithms for computing the skeleton o¢f a two
dimensional shape, and its usefulness for pathfinding and cbject
mcving preblems. The concluding chapter VI recapitulates the
foregoing, discusses my ccntributicn to the AI enterprise, and
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describes future directicns cf research.

The appendices include a user's manual for the TABLETOP
simulation, a combinatorial lemma required in chapter VvV, and
scme proofs concerning the simulaticn system cf Fuat [ 1576]
required in section II.l.7.

If you want to see a new iterative algorithm for ccmputing
the skeleton read secticn V.2.4., For a new agglicaticn of the
skeleton, to pathfinding, read section V.3. If you want tao see
algcrithms for simulating the TABLETOP world read section I1I.1.
The overall design of a rchot-contrcller is cutlined in chapter
IV. PFinally, if you want a general review of Artificial
Intelligence, read the first three secticns ¢f chapter II. The

last section of chapter II contains a literature review.

IaIntroduction
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CHAPTER II

ACRGECUND ISSUES

Py

In this chapter my purpose is to briefly sketch the nature
of Artificial Intelligence and ther to review related +swork 1in

Artificial Intelligence and other fields.

Artificial Intelligence is the computer age expressicn of
man's eternal urge to understanrd his mind and consciousress.
Less poetically, it is a scientific discipline whose goals are
tc make compuoters more useful and to discover and understacnd in
computational terms the theories and principles that underly
intelligence, irrespective of whether the intelligence is
displayed by man, animal, c¢r computer, The reader will ncte a
schizophrenic tendency here: on the one hand it is an
engineering discipline - [Michie,1978] defines it as "tie

1The name is unfortunate, for it is not the current end-poirnt in
a progression that goes animal intelligence, human intelligence,
artificial intelligence, ...!*! ... as many a layman seems to
thirnk on first hearing the name. Neither is it concerned with
ccmputer tased support systems for men in space, as one schclar
seeped to think. {How about computer cognology?) Also, since
one cannot denote a practitioner by the wusual schewme of
appending %-ist"™ to the subiject's name, cne is forced tc use
cumberscme terms such as "researcher in Artificial
Intelligence®.

ITIsBackground Issues
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pursuit of engineering goals through machine processing of
complex information in terms of human ccncepts™ - while on the
other hanmd it is an intellectual discipline, concerned with
understanding intelligence in ccmputaticnal terms, and S0
perbhaps 1is more akin to philoscphy and.psychclogy than cther

areas of study.

II.1.1 The paradigms of Artificial Intelligence

If Artificial Intelligence is a science tten what are its
paradigms [Ruhn, 19627]? As [Masterman,197C] prcinted out, Kuhn
used the word "paradigm" in many different senses, so we shall
intrcduce each sense as necessary.

In a social sense, Artificial Intelligence has been around
as a clearly defined group of communicating workers since a 10
perscn summer school vas held on the subject in 1955, So
Artificial 1Intelligence 1is a young science and perhars still a
bit self-conscious as a result.

As for the existence of a generally accerpted view cf the
subject (metaphysical paradigms or "Weltanschauung"; these are
wvhat get overthrown in scientific revoluticns) initially there
was hardly one at all except for the tasic belief that an
understanding ct intelligence would be achieved thrcugh
coemputational studies. This has now been stated as the Physical
Syzbcl System Hypothesis by [ Rewell and Simon,1976]: "a physical
symbcl system has the necessary and sufficient means for general
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intelligent actica"™., Very soon the central isrortance of search
was generally accepted, and this tco has been enshrined by
Newell and Simon as the Heuristic Search Hypothesis: "The
soluticns to problems are represented as symbcl structures. A
physical symbol systen exercises its intelligencs in
problem-solving Ly search - that 1is, by generating and
progressively modifying symbol structures until it produces a
solution structure,”™ Now the generally accerted core torics of
Artificial Intelligence can be summarized as [Nilsson,1974]:
representation of knowledge, search, commcn~sepnse reascning and
deduction, and computer languages and systens apprcpriate for
investigating the first three topics.

Going down one 1level, what are scme of the instrumental
paradigms, or generally accepted tools of Artificial
Intelligence? The computer and ptogfamming languages are, of
course, the sine gua non of Artificial Intelligence. There are
however some more specific, widely used, tools in the Al'ers
tcclkit. One such is the production system style of program
design. A production system ccnsists of a ccllecticn cf
situvation—action rules plus a scheme for chcosing which rule to
agply next, any production system can be viewed as a
generalization of a behaviouristic stimulus-response systenm.
Another 1is the semantic net apprcach; here a syster is designed
as a data structure - of 1labelled nodes and connecting arcs
together with arc-traversal algorithms. This approach is,
historically, directly derived from associaticnist [fsychology.
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The last tool we will mention is the most well estaklished of
them all, with a long intellectual history behind it, and tke
object of some controversy: first crder predicate calculus,
which is taken directly from traditional mathematical logic.
What are some of the defining rprcblems cf Artificial
Intelligence? As examples, anyone vho uses a ccmputer in
attempting toc: understand natural language, play games such as
chess, ccntrol a robot, understand a TV image ¢f a real world
scene, or understand speech, is considered to be working in
Artificial Intelligence.
What are some c¢f the current het prcblems in Artificial
Intelligence? Here is a list, culled from [McCarthy,1977] and
{Simon, 1977 ].
= the problem of cooperating with cthers, c¢r cvercoming their
Crposition - this is a task which even the youngest infant
handles very well [Dcnaldson,1978].

w the acgquisition of knowledge [ Winston,197C], [Winston,1578].

s reasoning about concurrent events and actions.

s expressing knowledge atout space, and the lccaticns, shapes
and layouts of objects in space.

= the relation between 2 scene and its two dimensicnal image -
this is the vision procblem, currently being attacked by wmany
workers, for instance, [ Barrow and Tenenktaum, 1978 ].

s reasoning with concepts of cause and can.

« finally, the problem of representation - vhat knowledge
enables a system to create a representaticn and operators for
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a newv and unfamiliar problem? This representation knowledge

is to be distinguished from knowledge of how to solve a
prcblenm.

In summary, I have outlined this scientific field known as

"artificial Intelligence"™ by describing it frcm several Kuhnian

viewrcints.

1I.1.2

e
=

has potentially rich relationships with many other

field

s
]

There are many relations between Artificial 1Intelligence
and other fields of study. TFor example, one might expect that
woerk on getting a machine to understand language wculd fcrm a
subfield <¢f 1linguistics proper, wvhereas in fact this field of
research has a somewhat contentious relationship with
traditional 1linguistics. This relaticnship is the tcpic c¢f an
enduring, acrimonious debate - an example of comgpéting
paradigms, a la Kuhn, due to differing research fprcgrams.

As another example, psychology and Artificial 1Intelligence
have en-joyed a somewvhat lopsided relationship. The more vocal
advocates of Artificial 1Intelligence believe that Artificial
Intelligence research is of monumental importance for psychclogy
{ ¥insky and Papert,1972], whereas most of +the [psycheclcgical
ccmmunity has simply ignored Artificial Intelligernce, The
reaséns for this schism seem to stem largely from differences in
methodolcgy [Miller,1978] - another example of ccapeting
research paradigms. In order to keep his science well fcunded
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on facts, and hence scientifically respectable, the psycholcgist
is ccncerned to produce falsifiable thecries, that is, theories
with demonstrakly true empirical consequences., On the cther
hand, the Artificial Intelligence —researcher 1is concerned to
produce falsifiable ccmputaticpal theories, mechanisms and
computations with demonstrably true empirical consequences. The
difference 1is that the latter is not so much concerned with the
empirical facts of human mental abilities, which by and 1large
are taken as intuitively obvious, but with the empirical facts
of ccmputation, For instance any proposed nwmechanism which
enccunters a combinatorial explosion cr otherwise runs
intolerably slowly on any actual or pctential ccmputer is
unacceptable. Thus an algorithm that is exponentially slcw in
the domain of interest is unlikely to be acceptable in the 1long
Tun. To conclude: Artificial Intelligence is not so artificial
after all - it is grounded on the empirical, natural, facts of
ccmputaticne.

One might expect there to be some contact between arimal
behaviour studies and Artificial Intelligence, for at least tvo
reascnse. Pirst the behaviour of apnimals is simpler and
therefore the ccnstruction of computational prccesses sufficient
tc duplicate it should be easier. (vhem I say that the
behaviour of B duplicates the behaviour cf A, I mean that there
is no significant observatle difference between the behavicur of
B and of A4, as in the Turing test or in PBridgeman's
operationalism.) Second, the evolution of huran behaviour (i.e.
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intelligence) can be traced through many grades of animal
behaviour [Jerison,1973]. Consequently one might expect that
subsystems that had already been shown to duplicate aspects of
animal behavicur cccurring earlier in the evcluticnary record
cculd be used as building blocks in the construction cf systems
that duplicate aspects of human behaviour. In fact, apart from
a very few studies reviewed later, there has been essentially no
centact between the two fields. In passing, let me descrike a
traditional problem for problem-sclving systems that does come
fres animal behaviour studies - the monkey and tananas prcktlem.
A hungry monkey is in a rocm with a bunch c¢f bananas hanging
fror the ceiling and a box in the corner; how does the ncnkey
get his £food? This problem was sclved by Kchler's chimpanzees
[Kchler,1925]; typically the chimpanzee piled up three or four
bEoxes in a marginally statle pile to get the Lkananas.

Artificial 1Intelligence and neurcphysiclcgy have also,
perbkaps surprisingly, almost no relationship at present. To
Artificial Intelligence researchers, neurons are simply ancther
way of implementing algcrithms. Scme very early work cn neural
nets by [ Kleene,1956] and { Moore,1956], which was tased on the
now outdated M#cCulloch-Pitts model of the reurcn, branched off
from Artificial Intelligence and developed into automata theory.
More recent work by [Marr,1976] on vision is clearly related to
the known facts about the visual cortex, while scme aspects of
the "Intrinsic 1Images™ of [Barrow and Tenenkaum,1978] ars very
similar to the structure cf the cclumns in the visual ccrtex.
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The neural net idea has teen developed further by a physiclcgist
[Brindley,1969] and by mathematical tiologists, [=PAe 8
[ Ermentrout and Cowan,1978]7. Since human neurcphysiology has
alsc evolved, the ccmments about evcluticn of behaviour in the
preceeding paragraph can be taken over almcst word for word,
with neurophysiology substituted for behavicur thrcughcut.

On a deeper 1level one might expect a rick twc-way
relationship between Artificial Intelligence and neurcghysiology
or its very close «cousin, neurobiolcgye. Take the casa of
vision. 1If certain computations are found to ke sufficient for
vision, then the question facing neurophysiclogy is "Where and
hew are these ccmputations being carried out in the CHNS?"
Conversely, if the human visual system is found to ccmpute
certain functions, the guesticn facing Artificial 1Intelligence
is "mhy is the CNS computing these functions?" As ancther
example, consider the phencmenon of habituaticn. Habituaticn is
a gradual decrease in the amplitude or probabtility of a resgonse
to repeated presentation of a particular stimulus. Habituation
is ubiguitous in nature and is the simrlest type of learning,.
It has features in common with other kinds of 1learning and is
scmetimes a conponent c¢f more complex learning. Consequently,
an understanding of the mechanisms of habituation could be used
tc build mechanisms for other types of learning. 1Its ticlcgical
mechanisms are being slowly teased out by mneurcbiclcgists
[Kandel, 1978 ]. On the one hand, it is easy from the Artificial
Intelligence viewpoint tc propose many methods of implementing
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habituation: the oktverse of +this 1is that in Artificial
Intelligence one should prefer a learning mechanism which, at
scne level of description, is consonant with the known facts of
habituation.

There is a strong relation between Artificial Intelligence
and philosophy. This is nct surprising in view of the fact that
Artificial 1Intelligence has to consider scme of the major
traditional problems of philcsphye. In designing almost any
Artificial Intelligence system commitments have to be made about
the nature of knowledge, how knowledge is obtained, how it is
represented and used, and +the relaticn between kncwledge and
acticn. The connection between philosophy and Artificial
Intelligence 1is considered by {Slcman,1978], {Dennett,1578a],
[Burks, 1978 ], and others. [McCarthy et al.,1978] have described
a formalism for expressing "knowing that"™ and used it to sclve
two riddles involving kncwledge about knowledge. McCarthy, in
scme recent papers [ McCarthy,1%77a,b,c], has made inroads on
philosophy by approaching many traditicnal philosogphical
prcklems from the Artificial 1Intelligence viewpcint. In
sunpary, it seems that whereas the influence of philosophy is
slight, the Artificial Intelligence viewpcint promises to have
an erormecus influence on philosophye.

I have sketched +the actual or fpotertial interactions
between Artificial 1Intelligence and 1linguistics, psychclagy,
aripal behaviour, the neurosciences, and philosophy. Thus does
Artificial Intelligence tread its cwn well-defined path through
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the maze of modern science, with the potential fecr enriching and

being enriched by many other fields of the scientific endeavour.

IX.1.3 Understanding the world is a prerequisite to doing

mathematics

An early dream of Artificial Intelligence researchers was
to prove significant wmathematical theoreuns. There was, it
seemed, a perfect tool Jjust wvaiting to ke used: predicate
calculus, a formal system which can express all of mathematics,
and in which procfs proceed by the mechanical applicaticn of
deduction rules. Put the formal system in a computer, and let
it run! The ensuing combinatcrial explosion was uncontrcllable,
and it is now clear that any direct use of a formal system in
the traditional manner of mathematical 1lcgic is doomed to
failure. Moral - a nev tool is useless until cne has learnt how
to use it.

In retrospect, one can say that it was quite unreasonable
to expect such a scheme to succeed. Ccnsider the words of
Hilkert, who was personally responsible for several
formalizations of mathematics [Hilkert, 1927 ]:

No more than any other science can mathematics be
founded by logic alone; rather, as a condition for
the use of logical inferences and the perfcrmance of
logical operations, something must already be given
to us 1in our faculty of representaticn, certain
extralogical concrete objects that are intuitively
present as immediate exrerience pricr to all
thought. If logical inference is to ke reliable, it
nust be possible tc survey these objects completely
in all their parts, and the fact that they differ

from one another, and that they fcllcw each cther,
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or are concatenated, ~is immediately given

intuitively, together with the objects, as scmething

that can neither ke reduced to anything else nor

requires reductiocn.
Clearly Hilbert had no illusions about +the use of a formal
system for discovering mathematical theorems. My own intuition
is that the objects of ome's thought - noeses - which are being
"surveyed" vhen proving a mathematical theorem, are essentially
the same as the noeses involved in manipulating objects in the
external world, or in wmaking mundane plans fcr acticn in the
wcrld. This is said by [Kleene, 1952, p.51, using a quote from
Heyting ]:

"There remains for mathematics no other source than

an intuition, which places its concepts and

inferences before our eyes as immediately clear.

This intuition is nothing other than the faculty of

considering separately particular ccncepts and

inferences which occur regularly in ordinary

thinking. "
Consequently my guess is that no really significant achievenents
in mechanical theorem prcving are likely tc c¢ccur until we know
how tc get machines to handle the real world.

It is well known that +there are precblems with using a
fcrmal system to model wmathematical truth, One rpossible
approach right be to use two formal systems, each of which can
refer to and hence approximate the cther. 1In cne direction this
leads to a reconsideration of Minsky's "models <f mcdels"®
problem [Minsky,1969,p.4267], in another direction to practical
proposals for representation theory. . [ McCarthy,1977a,p.5]

suggests  how an approximating formal system might be
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constructed.

II.J1.4 A theory cf intelligence will be primarily ccncerned with

cepresentations of the world

As is already clear, any theory of intelligsnce will abovwe
all be concerned with representations. At a very gross level,
[ bcCarthy and Hayes, 1969] classify representaticns of the world

by their adequacy. A representation is called petaphysically

adeguate if the world could have that form without contradicting
the facts of the asgpect <c¢f reality that interest us. For
instance, a quantum theorist could, in principle, <represent it
by a giant quantum mechanical wave 2equation. But =such a
representation cannot even express a practical fact such as

"this book is red", A representation is eristemclogically

adequate if it can express all the practical facts about the
world. First order 1logic - a formal system - is 3 candidate
epistemclogically adequate representation. It can express
propositional knowledge but fails on scme cther kinds of
kncwledge, =such as notions of cause and ability. A
representation is heuristically adegquate if it represents the
practical facts and can be used to ccmpute answers to frrotlems.
Only representations cf the world that are pctentially
beuristically adequate are of direct interest to Artificial
Intelligence, and henceferth I consider only these.

The amount of search involved in solving a problem degends
critically on the representation of that proklem., For example
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[Amarel, 1968 ] considered the Missionaries and Cannibals prcblen
[M6C] and worked through several different representations. The
most powerful representation could solve a considerably nmore
general problem than the original prcblem, and the scluticn to
the simplest MEC problem dropped out of it with almost no search
at all. The gquestion arises, how could a system be grogrammed
to find a new representation for a proktlem, in which the
solution will be found with cnly a little search? This is what
haprens when one "sees” the scoluticn to a prchblem. It could be
said that this is wmerely moving the focus cf the search fronm
finding a solution of the prchblenm to finding a good
representation of the problem. However, the advantage of a good
representation is that it may be applicable to many cther
problems. Moral - develop as many different viewpoints as
possible., Humans have a remarkatbtly good representaticn for the
three~dimensional world surrounding us: the result cf an
ecns-long evclutionary search.

Any competent problem solver will have access to several
representations for a problem. ([Minsky,1975] cites the exanmple
of an auto-mechanic repairing a car, whc uses electrical,
mechanical, and visual representations to sclve a problen. We
are also endowved, through evolution, with several
representations of the outside world, witness +the different
parts of the cortex devoted to visual, auditory, and tactile
representations of the werld. There .is alsc rpsychological
evidence for these wmultiple representaticns. Fcr instance,
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| Ecsner,1972] presents evidence kased cn reaction tine
experiments for the existence of distinct representations
corresponding to different modalities. { Bower,1974] suggests
that an infant is borm with an wholistic, multimecdal cbject
concept which in the course of development differentiates into
many distinct representations. Por a proltlem solving systen,
the question 1is, what interactions should occur between
different representations? This is* largely an unexglored
gquestion.

Minsky suggested that an intelligent system be organized as
a ccllection of interacting schemata2. A schema ccnsists of a
bundle of "slots™, one for each member o¢f a ccllection of
closely related features. 1In the absence of evidence to the
contrary, the slots of a schema assume default values. A schena
is also likened to a mini-theory for a small part of the sorld.
If one wvishes to handle schema theory in first order logic, it
might be worth pcinting out that the relaticr tetween a schena
and 1its default values is simpilar to the relaticn between a
forral system and its standard model in 1lecgic, Jjust as the
integers are the standard model for any fcrmalizaticn of
arithemetic,.

In view of the requirement of multiple representaticns for

2Minsky used 'frame', but I prefer to follcw [Simcn,1977], who
pcinted out that ‘'schema' is a more appropriate term, for two
substantial reascns. First, the term has been widely used in
the AI and psychological literature in the sense with which it
was introduced by Bartlett in 1932; second, 'frame' already has
a well-defined technical meaning in the AI literature.
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a problem solver, Minsky's schema theory should perhags be
augmented by allowing every schema to have nmany different
representations, This might ke done as fcllcws. Each small
aspect of the world may have distinct verbal, visual, auditory,
tactile or olfactory schenra. There are asscciations between
vertal schema, Letween visual schema, etc.; in additicn the
vertal schema for one small aspect of the world may evoke its
visual schema, which may evoke its auditory schema, etc.

To summarize this section: any functioning robot-contzcller
must use a heuristically adequate representaticn of the world,
that is, a world model which reduces to a crcinimum the =search
time required to produce a plan or to solve cther frequently

enccuntered probleas,

IX.1.5 A theory of intelligence will describe intelli

D
=]
l—r

systems at many different levels

A closely related issue concerns hcw tc describe a ccmglex
ipfcrration processing system. Marr and Poggio[ 1976 ] argue that
the infermation processing of a system =such as the central
nervous system needs to be understcod at four nearly independent
levels cf description:

(1) that at which the mnature of a computaticn is expressed;

{2) that at which the algorithms that implement a computation
are characterized;

(3) that at which an algorithm 1is committed tc particular
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mechanisms; and

{4) that at shich the mechanisms are realized in hardware.
In general, the nature of a computation is determined by the
problem to be solved, the mechanisms that are used depend upon
the available hardware, and the particular algorithms chosen
depend upon both the nature of the ccmputaticn and cn the
available mechanisms.

For example, consider the Fourier transform. The thecry of
the Fourier transform is well understood, and is expressed
independently of the particular way in which it is computed.
Cne level down, there are several algorithms fcr implementing
it. Fcor instance, the Fast Fourier Transform, which is a serial
algorithm based upon the mechanisms c¢f the digital computer, and
the algorithms of holcgraphy, whkich are parallel algorithas
based on the mechanisms of laser optics, can toth be used to
irplement the ©Fourier +transform. The meta point to be made
about describing a complex system, is that while the gory
details of algorithms and mechanisms are cf great importance,
the essential thing 1is tc understand the nature of the

cemputation enforced by the problem that is being solved.

To summarize this secticn, I have:
s briefly outlined Artificial Intelligence by examining it from
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several Kuhnian viewpcints;

m argqued that it 1is necessary to know how to understand the
world before one can hope to kncw hcw to do more
scphisticated tasks such as mathematics;

= rointed out that any theory of intelligence must be primarily
concerned with representations of the world, and secondarily

will describe any intelligent system in many different ways.

F
[
f—

II.2 Simulating a robot is a promising approach to Artific

Intelligence

A lct of work in Artificial 1Intelligence is devoted to
proklems which people find intellectually challenging, that is,
protlems which require extensive use of one's conscious
reascning abilities. Thus almost by definition +they are
protlems that people are not in genmeral gocd at. But there are
many problems that people solve easily and unconsciously every
day - and therefore solve well - and it is the rprinciples 1lying
behind the solution of these "easy" problems which are of most
fundamental interest to any budding theory of intelligence. So
one has the somewhat paradoxical conclusicn that only those
problems that are intellectually uninteresting to cne's
conscious awareness are cof fundamental interest to Artificial
Intelligence, But therein lies the greatest hcpe fcr optimisnm,
for then it 1is much easier to te objective about the sulject
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matter and not be 1led astray by intuitive ideas about the
functioning of one's own consciousness, a devilishly fallible
source of guidance., After all, the greatest scientific progress
has occurred in the "hard" sciences, where it is very easy to be
objective about the subject matter. Vision and
speech-understanding are examples of "uninteresting" prokblems
which are now major subfields of Artificial Intelligence.

Since the whole human mind is such an impressive and
unfathomable a phenomencn, most work in Artificial 1Intelligance
has been devoted to scme small aspect of it. But it is gquite
likely that there are basic principles of intelligence invclved
in hcw the various aspects, e.g. percepticn, memory, planning,
acticn, or speech, are woven together. Further, these mright
reasonably be expected to appear in simpler crganisms in simpler
form. Thus the complete simulation of some very simple organisn
would be a worthwhile =study in Artificial Intelligence, for
instance, a simulation of a starfish, or «crayfish, or turtle.
However there is a problem here, in that even though a great
deal is known abcut many aspects of wmany different crganisms,
nc-cne has put together all the information about one single
organism, It should be added that there are =simple creatures,
moest notably Aplysia, or sea hare, which have been extensively
investigated by neurobiologists [ Kandel,1976] and would
therefore be good candidates for the first sericus simulation of
a complete living creature. The other suggesticr is to invent
scme simpler world and organism and work out all the details of
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the organism-controlling ﬁrogram. Toda[ 1962 ] carried this out
frem the psychologist's point c¢f view, and more vrecently
Dennett[ 1978 ] suggested this in the context «<¢f a rhilesghical
critique of Artificial 1Intelligence. This is the path I have
followed, with emphésis not so much cn problems c¢f ccontrol but
rather cn problems of spatial representation.

This approach involves methodclcgical prcklems. One has to
make many arbitrary decisions in cceonstructing both the
simulation and the organism-controlling fprogranm. In tha
simulation, the world and the robot should on the cne hand
satisfy some criteria of ™naturalness"™ or "animal-like-ness",
and on the other hand ke computatioconally feasible tc simulate
and cheap enough that extensive experimentaticn can be domne to
cbserve the percformance of the bug using various
organism-controlling prograns. The design of the
organism-controlling program should on the one hand reflect
ideas derived from observation of actual <creatures, €from the
analysis provided by psychclogy, as far as it goes, from studies
in anipal behaviocur, and £from intuition ©Ltased on one's own
introspection, while on the <c¢ther hand it cannot avoid being
ccnstrained by the material being used to construct 1it, namely
the architecture of the machine in which the fprogram runs, and
by the concern that it, too, should be computaticnally feacsiblse
to run. In fact the nost one can do is tc settle upon scre
arbitrary design for the rotot world based c¢n scme unstated
criteria of "naturalness"™ and proceed with the design c¢f the
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controlling gprogram.

And when that 1is designed and built, how is it to be
judged? Again, given an arkitrarily designed =simulated <robot
werld this is, strictly, an impossible task since there is
nothing to compare it with. One has to rely on dintuitive
notions of "™naturalness", ‘"interest", or '"elegance", This
position would be improved if two c¢r mcre different designs for
the organism-controlling prcgram were built, for thep at least
an inter-design ccmparison could be made. Or even tetter if the
simulated robot world could ke seriocusly compared with an actuval
organism in its natural environment, as proposed above, for then
the performance of the ccntrcller could ke ccmpared with tha
behaviour of a real organisn,

And finally, even 1if some interesting principles are
uncovered in the course of building a whole series of
contrelling programs fcr various simulated rcbot wcrlds, thera
is always the ©possibility that a qualitative discontinuity
principle 1is at work which would say roughly that the simulated
robet worlds used are so much simpler than the shole
human/environment system that no interesting principle true at
the level of conmplexity of the simulated robot worlds is going
to carry over to the highly ccmplex human/environment systenm.

In conclusion, the road to knowledge via robot simulation
studies is strewn with methodological potholes; tut thé route is

obvious and promises to 1lead tc new vistas!
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II.3 The current AI tradition for the design cf planning and
s

problem solving systems is not easily adaptable tc my

—— ——

purpose

My research is, in part, a reaction against the  wusual AI
apprcach to the design of planning and problem-solving systems.
This apprecach is so widespread that it may justifiably be called
a tradition. Extending the terminology cf [Slcman,1971], we

call it the Fregean tradition. The series of programs LT

{ Newell, sShaw, & Simen,1957] - GPS [Newell & Simon,19€3] -
BLCCKS [Winograd, 1972] - STRIPS [ Fikes, Hart, § Nilsscn,1972] -
HACRER [ Sussman,13975] - NOAH [ Sacerdoti,1977] - EL [Stallman §
Sussman, 1577 ] - DESI { McDermott,1978] TMS { Dcyle ,1578]
erpitomizes this tradition. One's everyday behaviorr is
intipately related to omne's ongoing perception and actions, yet
these systems say nothing about perception and only very little
about action, i.e. executing a plan. The purpose of this
section is to amplify and Justify this ccmplaint, suggest a

remedy, and show why, temporarily, I shun this traditicn.

I¥.3.1 An exegesis of some AI planning and prcblem-solving

LT, the logic theorist, was given the task c¢f proving the
first 52 theorems 1in the Principia Mathematica of Whitetead &
Russell. All these are theorems in the sentential calculus. To
generate subproklems it wused substitutions, detachmeat, and
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forward and backward chaining, and to reduce the search space
size it used matching and similarity tests. It proved 38 of the
52 theorems and failed on 14. Most of these failures were due
tc time and space limitations.

LT is, historically, very important in AI. The technigques
introduced in LT are widely used in AT and -are incorporated into
mcst modern AI programming languages. Its importance lies,
however, not so much in the techniques invented by Nesell, Shaw,
and Simon, - these are undeniably important technical
contributions - but rather in the type of proklem attempted, and
in the type cf sclution which was found acceptatle. In Kuohnian
terms, Newell, Shaw, and Simon established a paradigm which was
fcllcvwed by mainstream AI for the greater part of a decade, and
which still casts a significant shadow in the current AI scene.

The following year [ McCarthy,1958] publisted a prcposal for
an Advice Taker program. This prcgram uwas to be akle to reasomn
vertally and be atle +to accept advice, To illustrate its
functioning he considered the everyday type problem of
constructing a plan to get from the desk in one's home to +the
airport. The basic idea was that for a program to te capable of
learning scmething it must first be capable c¢f being tecld it.
That may seem like a respectakle Ltasis, but there are reascns to
believe it is not quite the right way to develor an intelligent
system. One often becomes very ccmpetent at scme skill without
being able to express it in words or being able to accept wverbal
advice about it, Verbal expressicn of a skill comes after, not
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before, the acquisition cf competence at the skill. To give a
very personal example, I have two daughters aged 6 and 8 who can
ncw ski proficiently -~ yet they have been told, vertally,
nothing atout technique; their only instructicn has consisted of
having their hands held for several hours on beginners' slcpes.

The Advice Taker proposal influenced <several later
programs., The program of [Black,1964], the ¢program QA3 of
{Green,1969], the MICROELANNEE language of [Sussman, Winograd, &
Charniak,1971], and STRIPS all 1leaned heavily on the 2dvice
Taker. Indeed the functioning of MICROEBLANNEER closely fcllows
the cutline on pp.406~-409 of [ McCarthy,1958].

GPS, another 1landmark in Artificial Intelligence { Newell
and Simon,1963], is a program whose design goal was to simulate
human thought. It handled a variety of intellectual tasks, such
as the missionaries and cannibals task, scne integration
problems, proving theorenms in the first-crder predicate
calculus, and the monkey and bananas problem. GFS deals with a
task environment consisting of objects which car be transformed
by various gperators; it detects differences between cbjects;
and it organizes the information about the task environment into
goals. Each goal is a collection of information that defines
what constitutes gocal attainment, makes available the various
kinds of information relevant to attaining the goal, and relates

the information to other goals. There are three types of gcals:
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Transform object A into object B,
Reduce difference between object A and ckject B,

Apply operator Q to object A.

Basically, GPS achieved a goal by using a means-ends heuristic
to recursively set up subgoals whose attainmsent would lead to
the attainment of the ipitial goal.

Meanwhile there was another 1line c¢f wcrk emanating fronm
studies in mathematical logic. The ccotritutions from
{Gilpncre,1960], [Prawitz,1960], f{Davis,1963], and others, all
aimed to mechanize mathematics. This effort was consolidated by
the resolution principle of [ Robinson, 1965].

At its simplest, in propositional 1logic, the resolution
principle says that frcm the two clauses AvVvE and -~3vC one may
deduce BvC. BvC is called the resolvent of AvB and -AVC. The
full resolution principle may be succintly described in teras of
this example as follows. Generalize it by allowing extra
disjunction and predicate symbcls and lift it to the first crder
predicate calculus, so that free variakles may appear as
arquments of ¢the symbcls A, B, C,se.. Introduce a matching
algcrithm - known as unification - to compute substituticns for
variables such that the arguments of A in the first clause
beccme identical with the arguments of A in the second clause,
if this is possible at all. The resulting rule of deducticn is
the resolution principle, and can be proved to ke <complete for
the first order predicate calculus - that is, any provable well
foreed formula (uff) can Le deduced by sufficiently many
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applicaticns of the rescluticn principle.

The resolution principle thus reduces mechanical
theorem~-proving to one rule of inference which suksumes, Lty the
mathematically elegant unification algorithm, the substitutioms,
matching, and similarity tests of LT. However, there remains
considerable choice in deciding what pair cf clauses and what
pair of predicate =symbkcls (technically, literals) to resolve
together. The question of search strategy wwas studied by
[ Rowalski, 1969 J. He derived search strategies for resclution
that generalized the A* algorithm o¢f [Hart, Nilsson, 5
Raphael, 1968], and stated conditions under which these
strategies were admissible and optimal. However, his strategies
are 1independent of the semantics of the clauses and literals
under consideration, and consequently the search space 1is not
significantly reduced despite the mathematical elegance of the
strategies. Hopes of being atle tc control the size of the
search space rose when the programming languages MICROPLANNER,
CCNNIVER, and QA4 appeared, In these, it is possible to
reccomend that, in trying to prove a wff cf a certain type,
other facts of certain restricted type should be tried first.
However this facility does not, in general, sufficiently reduce
the search. | Reiter,1972] proposed the use of models in theorenm
prover +to help control the search, basing his approach cn the
gecmetry theorem proving machine of [Gelernter,1959]. His
proposal was to present to the theorem prcver a model cf the
axicmatic system involved., In addition he rprcpesed a set of
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procedures fcr extracting information about the model when
required by the thecrem rprover, and a flexible, general,
interface between such a semantic subsystem and the purely
syntactic logical system. So far, this has nct 1led to any
startling breakthrough. There still seems to be no generally
accepted way of using semantics to control the =size of the
search space in a thecrem prover. In summary, the resclution
principle may be somewhat negatively characterized as elecantly
expcsing the ccrbinatorial explosion which seems tc be inherent
in any straight-forward attempt to do mechanical wmathkematics
tased aoan Fregean fcrmalises.

The frame problem arises whenever a theorem prover is used

to reason about actions. This vas first done by [Green, 1963 ] in
the QA3 program, a resolution theorem prover. Suppose you have
a system of axioms that describes a situaticn in the world - a
wvorld model - and perhaps have deduced scme facts alkout this
situation. For example, if A, B, and C are blocks, two axioms
might be (ON A B) and (CN B C), and an obvicus deduction is
(ABCVE A C). If the effeqt of an action is modelled ty changing
the system of axioms then after the action one cannot be sure,
formally, which of the previous deductions are still true and
which are now false, One seems *o need axicms s=aying that
certain facts remain unchanged when the effects of am acticn are
nodelled. This is exactly what Greenm did. Every predicate had
an extra argument position for a state-variable - a situational
fluent in the terminology of [ McCarthy & Hayes,1969] -  wktich
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assumed a new value whenever an action was executed in the world
model. An action was modelled by at least tvwo axionms. One
axicm described the direct effects of an action and the cthers
said, 1lccsely, that thcse axicms describing attributes of
objects of the world model that are not directly affected ky the
action, are still true after the action., However, between the
multiplicity of axioms describing the world mcdel, the ayionms
describing both the effects and non-effects of each action, and
the inherent ipnefficiencies of a resoluticn theorem prover, CA3
was cnly able to handle the simplest of problenms. In any but
the post trivial tasks, it would be quickly overccme Lty the
combinatorial exrlosion.

Let us call MICROFLANNER, CONNIVER, and CA4 the procedural
lanquages. They represent an advance over QA3 as follows. They
do not uvse state variables, In CCNNIVER and CA4 each collection
of axioms that describes a particular situaticp in the world is
maiptained as a context, and whenever the effects of an action
are modelled, a nevw context is sprouted from the old. So far,
the c¢nly devices used for modelling the effects of an action -
in cther wcrds, fcr sprcuting a new context - have been the
addition and deletion of facts (axioms) frcm a context, even
though mcre powerful methods are available in the frocedural
languages.

STRIPS [Fikes and Nilsson,1971)] can be described as the
successful marriage of GPFS and the theorem proving apprcach.
The problem space consists of an inpitial world model, a set of
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operators which affect the world model, ard a goal statement.
STRIPS attempts tc £find a sequence of operatcrs shich will
transform the initial world model into a model in which the goal
statement is true. A world model is represented as a set cof
wEfs in the first-order predicate calculus. In the rotot
problems to which STRIPS was initially applied, an operator
ccrresgonds to an action routine whose execution causes changes
in the surrounding real world. An operator consists c¢f a
preccndition wff, which must be satisfied in a world model for
the operator to be applicakle, and a function which describes
hov the world model is to be <changed when the operatcr is
arplied. This function is specified by twec lists, the add 1list
and the delete 1list. The effect of applying an apglicable
operator to a given world model is to delete from the model all
those <clauses specified ty the delete list ard to add all those
clauses specified by the add list,

STRIPS begins by applying a resolution theorem prover to
attempt to prove that the gcal wff GO follows from the initial
world model MO. If the proof succeeds then GO is trivially true
in the inital world model. Otherwise the unccmpleted procf is
taken to be the "difference" between M0 and GO. Next, operators
that right be relevant to "reducing"™ this difference are scught.
These are the operators whose effects cn world models would
allcw the proof to continue, The precondition wffs of the
relevant operators are then taken to be new subgoals, and SIRIPS
is applied recursively tc these. A search strategy is used to
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control the order in which relevant ofperators are applied.
STEIPS terminates when a segquence of operators has Lteen found
which transfcrms MO intoc a world mcdel im which GO is true.

STRIFS was later extended by storing generalized glans in a
triangle table format [ Fikes,Hart,Nilsson, 1572]. This was used
in twec ways: to allowv similar prcblems to bte sclved without
re-rlanning, and to assist in mcnitoring the progress cf the
rcbot in the course of executing the plan.

An interesting question arises concerning the abilities of
STRIPS. There are problems STEIPS can solve and there are very
similar ©problems STRIPS cannot sclve; at the same time STRIPS
has a rperspicuous structuore. This naturally suggests the
questicn: is there an interesting and useful way to characterize
thcse prcblems - world mcdel plus goal wff - actually solvable
by STERIPS?

HACKER { Sussman,1975] 1is also concernmed with prodccing
rlars but works by a process of debugging almcst right plans, or
skill acquisition. HACKEFR is endowed with several databases of
assertions. One contains all the ELCCKS world knowledge
required in the course of solving a BLOCKS type problem, while
others contain information about programming technigques, types
of bugs, types of patches for bugs, and techniques for
sumparizing bugs. HACKEB starts with a dueb initial trial
procedure for the task., The trial proéedure executes, and if it
fails a TMprocess model" of the state of the ccmputation at the
peint of failure is conétructed. HACKER then examines this to
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discover why the procedure failed. That is tc say, HACKER
attenpts to classify the kug into cne of several kncwn types.
If the attempt is successful then HACKER's tuilt-in knowledge
about bug-types is used to propose a modification to the trial
procedure. The process of "trial and patch bug" 4is then
repeated, iteratively, until a satisfactory freceduce is
obtained. If an .attempt to classify a bug fails, then HACKER
basically resigns. Otherwise, HACKER ends with a fully dekbugged
procedure that can successfully sclve any ¢f a certain general
class of tlocks world tasks. Locsely speakiang, HACKER comgiles
a procedure from a database of all the pecessary facts and
advice,

The important contrikution of HACKER was not its planning
ability - it wasn't good - nor even its learning ability - which
was of a distinctly new ¢type - but the technical idea of
retaining the reasons why a certain action was performed or why
a new piece of code was added to a procedure. This is the idea
underlying the dependency-directed back-tracking of the systenm
EL of ([Stallman & Sussman,1577], and vas developed further in
the TIMS system of [Doyle,1978].

Neither STRIPS nor HACKER could obtain the optimal sclution
to the fcllowing problem in the BLOCKS world. There 1is a
tabletop and three blocks A, B, C. A and P rest on the table
énd C lies on A. The goal is to build a tower A on B on C, with
C on the tatle. These systems fail because the goal is stated
as (AND (ON A B) (ON B €)), and both STRIPS and HACKER prcceed
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to attack each subgcal independently. Achieving either of the
CN sukgoals interferes uith achieving the other. If you first
put A on B, you can't put B on C; if you first put B on C (which
is ¢n A), ycu <can't put A cn B. This is an example of
interacting subgoals.

[ sacerdoti,1975], [ Tate,1975], and [Warren,1975] all wrote
systems to handle such problems; I will briefly sketch NOAH,
Sacerdoti's systen. NOAH builds a network of goals and
subgoals, represented as a procedural mnetwork. The subgcals
required to achieve a gcal are stored in a vpartial order; a
temporal order is 1impcsed c¢nly when necessary to resclve a
conflict tetween brother subgoals. NOAH constructs a plar to
achieve a goal in a layered fashicn by expanding one subgoal at
a time, keeping a careful watch for possible interactions, until
primitive actions are reached. In this way a fully detailed
rlan is constructed before execution begins; etrors are handled
by re-planning to achieve the failed subgoal and patchirng the
new plan into the original prccedural net. Tc summarize: NOAH
is a very elegant system which represents a current peak in the
tecknology of planning systems for a BLOCKS type world.

Il.3.2 Criticisms of the Fregean tradition in planning and

prcblem-sclving

The AI tradition, based upon Fregean fcrrmalisms, can be
criticised on two levels: cne is purely technical, the otker is
philcsophical. On the technical level there are at least three
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criticisnms. First, there is the difficuvlty encountered in

reascning abcut actions. This is the frame rprotlem, described

previously. Second, +here 1is the difficulty encountered in
handling a continual inccming stream of possibly contradictory
facts, an ability required of any organism that receives sensaory
input frcm a changing outside world. This might well ke termed
the acccmmodation proklem: how to accommcdate a database of
axicms to an incoming stream of evidence about the perpetually
changing outside worlde Third, there is nc known semantics for
a changing database of axioms - Tarski-Rripke semantics only
apply to static axicm systens. In additicen, if one |is
interested in reasoning akout the natural puskers =~- whick is
presumakly the case if cne is trying to autcmate mathematics --
it would be well to recall the well-known fact that nc Fregean
formal system can fully capture the concept of the nattral
numkers, Lastly, there are pmany difficulties encountered in
trying to reason about causes, abilities, and knowledge about
kncwledge in a Fregean fcrralism.

On a more philosophical level, the act of writing down a
Fregean formula implies an attempt to capture a timeless,
actionless aspect of the werld; yet in AI one is above all
concerned with action and change. It's as though the
"dimension™ cf a Fregean formula is of the wrcng type for the
problem being tackled - just as in physics, dimensicn theory
demands that the dimensicn type of a formula match the dimersion
type of the phencmenon described by the formula,
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At this ©point I must call a halt. A continvaticn of this
line cf argument leads to deeper waters3® tharn I care to eanter at
this point, and, to do it justice, would take far mcre space and
time than can be afforded in this thesis.

In developing a robot-controller omne is, gprimarily,
ccncerned with reasoning about actions and with ccntinually
acccnmodating the world model tc the senscory input stream of
evidence; secondarily one desires ccmputationally efficient, or
at least tractable, algorithms for carrying cut these processes.

Throughout the exegesis I pointed out that, in effect, the
comkinatecrial exgplcsicn has nct been brought under centrol. For
scme special proof procedures, [Cook & Reckow, 1974 ] and
| Tseitin, 1968 ] have given this a more [precise statement.
Without introducing any special terminclogy, their result -
thecrem 10 in [Cook & Reckow,1974] - <can be re-stated as
fcllovus:

For infinitely many n, there exists a tkecres with n

clauses for which the number cf steps inm its shortest

proof is at least exponential in (log(n) squared).
Thus cne may conclude that the evidence, sc far, from studies of
ccmplexity suggests that the ccmputational requirements of

3Because it leads to the conclusicn that the metaphysics of
Platonism, as found in the philosophical tradition which starts
with Platc and ccntinues with Descartes, Kant, Frege, Russell,
and modern analytic philosophers, is suspect. A new metaphjysics
can ke rased on the noticn of M"process" as in Whitekead's
Process and reality. This is part of another great tradition,
largely ignored bty mcdern philoscphers, which can ke traced fron
Aristotle through medieval philoscophers tc Bergscn, Whitehzad,
Husserl, and others.
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resolution theorem—-proving are of an intractakle nature.

There 1is, however, an 1impcrtant cpen problem here. As
already mentioned, [Rowalski,1969] derived heuristic search
algcrithms for theorem—-proving that were generalizaticns cf A%,
But |Martelli,1977] analyzed the wcrst case behaviour of A%,
found it was Z**n, and replaced A* by a new algorithm B whose
worst case behaviour was n*#*2, a significant improvement. The
obvious open gquesticn is: can Martelli's apalysis and
improvement of A% be carried over to Kowalski's search
algcrithns?

In conclusion, I hope that thke knowledgeatle reader bhas
scme notion of why I feel that the Fregean traditiocnm in AI
Flanning and prokblem-solving systems is, perbaps, on the wrcng
tracks, and ccnsequently can understand why, in ®my research, I

have chesen tc take ancther aprroach.

I.4 A survey of closely related tcpics

The purpose of this section is to frovide a fairly
conprehensive survey of closely related vwecrk, and a brief
descripticn c¢f two related topics, nanmely imagery and
behavioural theories.

I start with the literature on analyses and sinulations of
orgarisms. There are many such studies, all wmcre or less
independent, and each with its own particular orientation. I
have tried to classify them according to their emphasis, brt no
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mutually exclusive classification seems possitle., The headings
I bave chcsen are:
- functioning robot simulations;
- analyses of simple organisas, without simrulaticn;
- studies based on animal behavicur;
a applications of decision theory;
a ccgnitive margs.
The inclusion of <cognitive maps here may seem a little cut of
place, but a moment's ccnsideraticn, of the fact that all such
studies are concerned with how an animal cr man finds its way
around its envircnment, shows that it is quite appropriate.

I then proceed to the literature on sgpatial representation
and reascning. This falls easily into two classifications:
" spatial planners conceived as potential tcols for architects

and others;

= systems for simulating the motiom of rigid bodies.

There 1is, in addition, c¢ne published system for path-finding
[ Thcmson,1977], which I do not include here since it is more
appropriaéely ccvered in my section V.1 on path-finding.
Similarly I do not review the literature on the skeleton hers

since that is done in section V.1.

II.4.1 Previcus robot simulations

[Nilssen & Raphael,1967] simulated a robot and its
epvircnment in crder to study the key problems in designing and
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ccntrolling a robot. Their later design o¢f Shakey, the SRI
robot, was based on this preliminary exgloraticen, Their
simulated robot resides cn an arkitrarily 1large checkerktoard
ccntaining both movable and nonmcovable objects. The robct can
move forward, turn right or left, and sense when it "bumps into"
an object. It stores information about tke location and
properties of objects in its envircnmeant and vuses its sensory
inputs to establish, correct, or update this information. The
rcbot can make specified changes tc¢ its envircnment Ly pushing
the appropriate movable chjects,

The design of the simulated system ccntained several
impertant Ltasic features that any real robct in a much richer
envircnment sould need. These include the rchct's model of its
envircnment, a problem-specification language fcr comnunicating
with the robot, a heuristic problem-solving rrogram, and a rchot
executive prcgram for cverall ccntrol. The tasks consisted of
"goto" and "pushto" problems., Plans to sclve these tasks were
constructed by using Moore's maze-sclving algorithm on tke array
of locaticns. The robct could sense the contents of the squars
ipmediately in front of it, and use this to ccrrect the wcrld
mcdel.

Cf the published studies that I kncw c¢f, theirs is the
closest to mine in terms ¢f overall aims and design. However,
ny simulated world, Utak's sensory equipment, and Utak's
robct-ccntroller are all BOre sophisticated than the
ccrresponding parts cf their sjysten.
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Becker and Merriam ({Becker,1972], [Becker & Merriam,1%73],
[Herriam, 1975]) simulated a robot cart in a two dimensional
world which used a sophisticated eye with a fovea to pick up
information about its surrocundings. Initially a city street
environment was used but subsequently a "Martian" landscape was
used. This eye «could either gather ccarse informaticn from a
large area or could "zoom" down and oktain detailed irnfcrmation
from a small area, and could change its fccal gpoint. Thus the
eye could be used for two conflicting tasks: keeping a lcckout
for new cbjects, and focussing down on one ckiect tc get more
detailed infcrmation. This cenflict was resolved by  the
eye-ccntrolling program which took into account such factors as
drive, salience c¢f an abject, progress, effort..., 3and which
produced a natural-loocking - scan path when lccking at a street
scene. The desigﬁ of the eye-controlling progranm was
unfcrtunately not specified. The eye could also track a fixed
object when the robot moved. The later simulaticn of the
envircnment took into acount the finite <size of the rchot
chassis and simuiated the visual occlusion of, for instance,
fiartian hills by Martian mountains., A long term memory was used
which stored no spatial information,

Theirs 1is a more sophisticated simulaticn of the world amnd
a different eye, but no design of tke robot executive, or report
of the simulated robot executing a goto or pushto task, apgears

to have been published.
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1I.4.2 Three apalyses of simple organisms

Each of these analyses approach the Ltehavicur of an
organism frcm a distinct pecint of view. Simon's paper is a game
theoretic analysis of the survival of ap organism ir an
environment in which he derives one equaticon relating organism
to environment; Toda's paper is 1in the =same vein but uses
decision theory; while Becker is ccncerned with the structure of
a representation for external events ard how this structure
shculd develofp over tinme.

[Simon,1556] considered a simplified orgamism with circular
vision, with a single need - food - and only three kinds of
activity: resting, explcration, and obtaining food. It has to
survive on a plane with isolated point sources of food. Re
derived an equation showing how the chances cf survival cf the
organism depended c¢n fcur parameters, twoe descriking the
environment and two describting the organism, assuming the
organism kehaved in the cbvious "rational" way. Thus he found
that an organism in its natural environment reguires omly very
simple perceptual and choice mechanisms to satisfy its several
needs and to assure a high probability of its survival over
extended periods of time. He also showed bhcw multiple goals
cculd be satisfied with a very simple choice mechanism. This
analysis was achieved without the use of utility functions as in
decision theory. Simon's analysis cast serious doubts upcn the
usefulness of then current eccnomic and statistical theories of
rational behaviour as Lases for explaining tke characteristics
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of human and other organismic rationality. (And frcm this
dissatisfacticn sprang fcrth LT & GPS?)

As a device to unify the various ways in which ¢¢sychclogy
viess man (perception, 1learning, motivaticn, enmcticn, e..),
{Toda,1962] studied the design cf a solitary robot on a distant
planet. The robot's Job is +to ccllect wuranium randonmly
distributed on the surface, and the robct oktains energy £from
eating a certain fungus that grows at randcm locaticns c¢n the
surface. The bodily design, perceiving crrogram, and choice
program were all considered. The choice fprogram has to choose
what direction to travel in at each moment. Extending Simon's
approach, a decision-theoretic analysis tased cn pmaximizing the
amoont cf uranium collected is given and a choice strategy
specified. The effect of obstacles on the choice strategy and
how various approximations could reduce the ccmputaticnal effort
required are also considered. The robot uses no stcred
representaticn of the environment.

[ Becker,1973] analyzed a simple robot wcrld in what I call
"Eaconian" terms. The rotot observes events as they happen and
then tries to induce, in true Baconian style, representaticns to
predict such events in the future. (My system may be said to
function in "Pcpperian” style.) He proposed a representation
and a system of processes by which the robot cculd store and
manipulate the experience it_gained through ipteracting with its
envircnment. The world ccnsists of a smocth shelf oa which
ccloured blocks may be placed and manipulated, a simple mavable
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square eye with 9 square retinal fields, and a hand that aprears
in the eye as a 1X1 red square. The world ckeys the laws of
physics. A history is kept c¢f motor ccmmands and of query
conrmands with their sensory answers, Frcm this histcrical
reccrd the robct tries to induce a semantic-net-like
representation, which it uses to predict the ocutcome of future
actions.

Becker's approach 1is based on one simple idea: that if B
follovwed A in the past, an organism should remember that fact,
so that the organism can expect B to follow A in the future.
Becker's approach is very interesting not because it succeeds,
but Dbecause it clearly illustrates the difficulties associated
with a Faconian approach. These appear tight at the start of
his analysis. First, given the continual stream of kernels
{motor commands and sensory input), there 1is the r[frcblem of
deciding which kernels are significant. If this decision is
attempted at too low a level cf representaticn, as, I clainm,
Becker does, it ends up keing based cn quite arkitrary criteria.
{Just as a hypothetical Baconian scientist could make a million
observations in a situation, but since that is not Eeasible,
must decide somehow which ones are of interest.) Seccnd,
supposing a significant kernel has been chosen, there is the
problem of deciding how many nearby kernels ray have a causal
relation to the chosen one and should therefore be stored as
part of this 'event'. What if tvo causally related kernels are
separated by 1large periods of time, as might occur in otject
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occlusicn proklems? Becker has no satisfactcry soluticn to this
problem, which might ke termed a 'windowing' problem. Third,
several numerical scales are introduced and maripulated on an ad
hoc Lasis tc provide measures cf criticality, confidence, cost
etc., which are used to e€enable rules (derived from everts) to be
generalized, or differentiated into distinct subrules. These
apparently arbitrary numerical scales are a very unsatisfactory
feature. In sum, a very interesting propcsal, but mainly for

its faults and nct for its successes.

IJ.H4.3 Simulaticns based ¢n animal behaviour

[Ludlow,1976] describes a mcdel animal which was designed
to simulate aphid behaviour. This model is crly ccncerned wWwith
alternaticns between several different +types <c¢f bebhaviour,
€.g. walking, feeding, ©probing, £flying, wingspreading. The
mnodel is based on the «concepts of centres, drives, and
reciprocal inhibiticn between centres. For each activity thkere
ié a separate centre., The centres inhibit each cther. When a
particular centre is active tte inhibkiticn from it is
sufficiently strcng to suppress an equally stimulated rival; but
the centre fatigues. 1In such a system only one centre is active
at a3 time (although it is pcssible for several <centres tc Dbe
active concurrently, such a configuration is unstakble). The
systen exhibits hysteresis: once an activity is started it will
persist for a period even when the drive level necessary to
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elicit the activity has keen reduced by the rferformance. This
wculd seem to be a necessary feature of any crganism which can
execute rany different kehaviours, to prevent thrashing. This
apgroach might wusefully be incorporated in an AI systen
centrolling several different Ebehaviours.

{Friedman, 1967 ] analyzes and extends the Lorenz - Tinkergen
thecry of instinctive apimal behaviour by adding "Selecticn of
Beleaser Mechanisms" to the executive contrcl hierarchy. The
cemputer simulation of a small animal (ADBROIT) that moves in a
plane with a small number of circular cbstacles was progranmmed,
with a control program designed along tte 1lines of the
afore-menticned theory. ADBOIT avoids obstacles when en route
to a goal by reading the angles and ranges to the edges of
cylinders., The structure of the "Behavioural Unit"™ tc carry out
a "go to" ccmmand was exhibited., No representation of the world
was involved,

[Arbib & Lieblich,1977] are ccncerned +c¢ bridge the gap
between human memory studies and the psychclogical literature on
animpal learning and conditioning. The major reason for the huge
research effort on animal behaviour has been the Thorndike -
Favlov - Eitterman theory that +the wunderlying rprccesses of
learning are the sage in all apimals, including man
[Bitterman, 1575]; consequently this is an impcrtant direction of
research. They propose a theory cf how an organism ccugles its
memcry structure to its specific action routines so that it may
operate in its spatial environment in an intelligent manner.
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They adopt a world model in the form of a graph wwith ncdes
ccentaining drive-related information and edges containing
sensorimotor features. The theory specifies the general drive
dynamics, the way in which the wcrld model is updated, and the
way in which the rat decides where to move next in the wcrld.
Their theory explains some experimental results that relate rat

learring and spatial bebavicgur.

II.4.4 Robot simulaticns kased on decisicn theory

[ Jacobs A Kiefer,1973] censider the decision-making
cenponent of a robot that operates in a poorly known
envircnment, where €ach action may have many possiktle outccmes.
An approach based on maximizing the expected wutility resulting
frcm each decision is developed. The decision to execute a
particular action is vievwed as a move in a game against the
environment; the outcome of an action is the envircnment'=s move
in the game, The estimated utility of a decisicn is evaluated
by backing up from the terminal stages of a plan, using the fact
that the utility assigned to a set of uncertain cutcomes is the
expected value of their utilities. The decisicr that maximizes
the expected utility 1is chcsen. This aprroach is used to
control a sinmulated insect-1like robot which seeks food, collects
material for a nest, and may ke stung by an eremy. The 1Ichot's
task is tc build a nest. The task is no* explicitly represented
to the rotot but is specified through the utility functions for
eating, adding material to the nest, finding material, and keing
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stung. Likewise, eating is not represented as a gcal except
through its utility function and in fact with the utility used
eating will never occur if the time since the previcus meal ever
exceeds a certain bound - so the rpocer rchot will starcve.
However, the (negative) gcal of starvation 1is not represented
either. No stored representation of the envircnment is used.
{Ccles et al.,1975] and [Feldman & Sgproull,1977] apply
decisicn thecry to symbelic problem sclving. Their respective
exanfples are essentially equivalent and can ke =stated as a
modified version of the monkey and bapnanas problem. In this
version several boxes are available to be pushed under the
bananas but npnot all are suitable, and the morkey is prcvided
with a device for sensing "suitability" from a distance.
Unfcrtunately the device is not reliable ard may give false
positive and false negative answers. All the actions of the
monkey - walking, pushing, climbing, sensing suitability - have
eperqgy costs. The techniques of decision theory are used to
find the best =scluticn strategy, using a wutility function
defined in terms of energy cost. The utility furcticn is used
to reveal tradecffs amcng various stratecies for achieving
various goals, taking intc account such factcrs as reliability,
the comrplexity of steps in the strategqgy, and the value cf the
goal. It is alsc used to formulate solutions to the problems of
how to acquire a world model, how mnuch planning effort is
worthwhile, and whether verificaticm tests shculd be performed.
Feldman & Sproull discuss many other possiktle applicaticns of
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decision theofy in robot problem sclvers.

Feldman and Sproull's parper supports their claim that
"a combination of decisicn-theoretic and symbolic artificial
intelligence paradigms offers advantages not availatle to either
individﬁally". However, although I <can't yet pinpoint it
exactly, I confess to a gqueasy feeling when apprlying rprobability
thecry to symbolic reascning. The basic definiticn of the
thecry is the protability of an event, defined as "the limiting
value of the relative frequency of occurrence cf the event in a
lcng sequence of observations of randomly selected situatices in
which the event may occur" [Parzen,1960]. Philosophically this
is wvery unsatisfactory. Bayes' theorem, an imgportant rule for
cemputing conditicnal probabilities, is even more
unsatisfactory. The task of clearly delineating tlese
difficulties and proposing a new definition <¢f probability is
beycnd the scope of this thesis. All that can be said is that
there are many inklings arcund, and in chapter IV I will give
scme indicaticn cf the directicn regquired.

These simulations serve to corfirm Simcrp's conclusicn that
traditicnal decision theory is nct appropriate to the analysis

of behavioural systens.

JI.4.5 Cognitive maps

A traditional field of psycholegy is concerned with
ccgnitive maps ([ Trowbridge,1913], [{(Tclman,1948], [Moore &
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Gclledge,1976], {Kuipers,1978]). A person's cognitive magp is
the knowledge a perscn has about the spatial structure of
large-scale space. Thus the topic of cognitive maps is relevant
tc By wcrk.

The functions of a cognitive map are to assinmilate new
informatiocn about the envircnment, to represent ome's current
gcsition, and to answer route-finding and relative-position
proklenms, It is built up from cbservations made as one travels
through the environment, [Ruipers,1978] Eresents a
ccmputaticnal mcdel (the TOUR model) of the ccgnitive mag that
uses multiple (5) representations for the <c¢cgnitive map, and
builds up knowledge by observations and by interacticrs between
the separate representaticns. Whereas TOUR gains new knowledge
by discrete observations at a small number of fixed places, Utak
gains new knowledge by receiving a new retinal impression at a
new positicn and resclving the differences Letween the actual
impression and the predicted retinal impressior Lty mcdifyirg the
hypcthesized shape of the envircnment. Utak's skeleton cf the
envircnmental empty space is very similar to Kuigper's cognitive
map when regarded as a network of routes. Whereas TOUR is cnly
ccncerned with city-street networks and not at all with shape,
FPA explicitly represents the +two dimensicnal shape cf the
envircnmental sface. In sum, KRuiper's work is somevhat

comrplementary to mine.
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I.4.6 Spatial planning systens

[Eastman,1973] revieus current programs and describes a new
program, GSP, for solving tvwo dimensional spatial arrangemeant
tasks. Given a space S (e.g. a large rectangular rcom), several
ssaller rectangular design wunits (DUs) (€e«g. the parts of a
computer), and several S-relations between tke DUs (e.g. an
edge-adjacency requirement or a sight-line requirement for the
operator's desk), the prcbler is tc find an arrangement of the
DUs in the space S which satisfies all the S-relaticns. The
overall design of GSP is as a backtracking depth-first search.
Various heuristics are described which ipprove the search,
derived frcm the S-relaticns. An inportant part of GSP is the
lccation proposer which, when given an arrangement of some of
the DUs in S, proposes 1locations for a new DU which are
consistent with the arrangement already made. Only arrangements
in which the sides of the DUs are aligned with the sides of S
are ccnsidered.

[Pfefferkorn,1975] described ancther spatial planner, LPS,
which relaxed the restriction that all shapes ke rectangular by
allcwing ncn—ccnvex polygonal shapes, and whichk allowed a new
type cf spatial constraint cn an arrangement: a path constraint,
which says that all the empty space in the arrangement wust be
ccnnected, DPS uses a representation of space occupancy o¢f an
arrangement in which convex polygons are the ¢grimitives. some
are marked empty and some are marked occupied. These ccnvex
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polygons are called space blocks. Each space klock is in turn
represented as a set of sides, and each side as a set of points.
Rhen a new shape is added to an arrangement every =space block
intersected Lty a side of the new shape is brokea into two
separate space blocks and the occupancy marked accordirgly. The
lccaticn proposer essentially proposes all the corners of eapty
space blocks. As in GSP the constraints are used to guide the
search.

Both systems explore a search tree of space 1layouts where
the branching factor at each node is contrclled by the location
proposer and by cther heuristics which decide in what order to
try fitting new shapes. The priritive shape coancept used is a
convex pclygon represented as a list of boundary pcints. Their
main fault from my point of view is that these systenrs are
ccocerned only with object placement, not with path—-finding or

cbject mcving.

II.4.7 Systems for simulating the motion of rigid objects

[ Baker,1973], dissatified with conventional methods for
spatial simulation, desired one in which the spatial
relaticnships of points were explicit. To this end he presented
the design of an iterative array of lcgic circrits which cculd
simulate the continuous rigid translaticn or rotaticr of
arbitrary shapes, and insplemented a simulaticn of this array.
The system consists of a rectangular array cf lecgical circuits,
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each representing a unit square. Each circuit has a 1local
ccordinate =system tc keep track of a single pcint as it cresses
the square. Its path may be a straight lime cr a circular arc.
Cn reaching the side of a square, contrcl and mcdified lccal
coordinates of the point are passed to the neighbouring square.
An object 1is represented as a ccllection cf points (where for
technical reasons the minimum distance between points must be

greater than the square <root of 2(root2)), and its mction

simulated by following the paths of all tte ccrstituent gpcints.
The system was not developed to handle ccllisicas.

[Funt,1¢76] argues that a computer gprcgram can derive
benefits from the use of analogues in the sase way that pecple
do. To this end, he inmplemented a system WHISPER. The purpose
of this system was to solve two dimensicnal blocks vorld
statility problems by the use of a so-called analogue. I will
not comment on his arguments corcerning the use c¢f analcgues;
frcr my pcint of view WHISPER was intended tc be a performance
systen for simulating rigid cbject motion under the influence of
gravity.

The input to WHISPER is a two dimensicnal array of cclored
squares on which the side view of a configuration of disticctly
cclcured, arbitrarily shaped, blocks has been drawn. Typically
the corresponding real world situatior contains many
instabilities and under the influence of gravity sculd
immediately ccllapse in a flurry of blcck motions and
interactions: rotation, ccllision, sliding, and free fall.
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WHISEER simulates this collapse on the input array and
Frcduces as output the same array but with tle blcck pcsitions
updated to display their predicted final resting places. The
simulation makes extensive use of a retina which resembles the
human retina in scme resgpects. Under ccntrol of +the @main
program which knows alout gravity, the bLlock wmotions and
interactions are computed through the use of several <c¢perations
cn the retina, including £finding centre «c¢f area, £finding
contacts between blocks, visualization of rotation, and firding
symmetry. The retina ccnsists of a circular array of
non-overlapping circular retinal fields, or btubbles. The Ltukble
size 1increases with distance from the retinal centre. Each
bubkle has an asscciated processcr, so that the whole retina is
ccnceived of as a fixed number of processcrs operating in
parallel and communicating only with their immediate neightcurs.
Funt's retina is similar in this respect to Baker's iterative
array of automata. Only the color of an object beccmes kncwn to
WHISPER's main program, while an object’s <cshape and cther
properties reside in the diagranm.

WHISPER's movement ¢[primitives are simple and after a few
simulated motions the depicticn <¢f an object on the array
disintegrates into a mnultitode of small isclated pieces. A
precise demcnstration ¢f this fact appears in appendix A.3. The
conclusion is that the simulation of rigid moticn provided by
WHISEER is not suitable for my purgose.

{ Howden, 1969] considers the sofa-moving task; that is,
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produce a plan for moving a two dimensional shape from one place
to ancother when constrained +tc¢ remain within the walls of a
surrcunding, and in general non-convex, two dimensioral shape.
The edges of the walls and of the sofa are represented as lists
of roints using chain-enceding [ Freeman, 1974 }; consequently it
is easy to simulate rigid object mction. It is not, however, so
easy to detect the intersecticn of the sofa and the walls. I anm
not convinced that the algorithm as described in this paper will
wcrk, thcugh it can be extended to dc so. Presumably the author
used such an extension, since he reported cm a running prcgram.
In a pre-execution step, the points of the wall are sorted into
an array of buckets, which, in the extended algorithm, aust be
proked twice for every point on the perimeter of the sofa. So
the wall array is usuvally referenced
2 * {length of sofa perimeter)

times for every intersecticn test rerformed. A sofa-moving glan
is produced as follows. At any (integral) foint within the
walls there is a small number of possible actions of trarslaticn
or rotation which may be applied tc the =sofa; the permissible
actions are those for which the intersecticn test.fails. Th2
plan is produced by executing an undirected, looking lackwards,
heuristic search through the state space entailed by the set of
permissible actions at each point. That this scheme performed
at all is somewhat surprising - appareatly it did, on some
poorly specified examples. It would perform particularly FLadly
in the simplest case - a spmall sofa within a large empty
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ccntaining space.

II.4.8 Imagery

Mental imagery is relevant ktecause the SHAPE <subksysten of
PPA can be viewed as a mcdel of mental imagery even though that
was not the goal of SHAPFE's design. Mental imagery has been
discussed in the psychclogical literature by [Bartlett,1932],
[Hekb,1568], [ Piaget,1954], [Shepard,1978] and many others.
This is how Shepard, in the conclusion of his recent rceview,
presents the current status of mental imagery in psychclogy:

I submit that there are both logical and analcgical
processes cf thought, and that processes of +the
latter type, though often neglected in psychglogical
research, may be ccmparable 1in importance to the
former. Ey an anmalogical or apalcg prccess I m2an
just this: a process in which the 1internal states
have a natural one-to-one corresgpondence to
appropriate intermediate states in the external
world. Thus, to imagine an object such as a ccmplex
molecule rctated into a different crientation is to
perform an analog process in that half way through
the process, the internal state corresgends to the
external object in an orientation half way betseen
the 1initial and £final orientations. And this
correspondence has the very real meaning that, at
this half-way point, the perscn carryirg out the
process will be especially fast in discriminatively
responding to the external presentaticn of the
correspcnding external structure in exactly that
spatial orientation. The intermediate states of a
lagical ccmputaticn do nct in general have this
property. Thus, a digital «ccmputer @may calculate
the coordinates of a rotated structure by performing
a matrix multiplication. But the intermediate
states of this rcw-into-column calculation will at
no point correspond to - or place the —rachine in
readiness for - an intermediate orientation of the
external okject.
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Tc summarize: thanks to the searchking reactior time experimsents
of Shepard and his cclleagues, the notion of amalogical thcught
process now has a firm piece of evidence to rest om.

I have already menticned the apparent importance of aental
imagery in scientific and mathematical discovery; in addition
cne could justifiably interpret Hilbert'!s Yconcrete okjects" (p.
34) as visual imagery.

There is currently a dekate over whetker the mnoticn of
mental imagery can be used as a scientifically respectable
exrlaratory construct, The main prctagaonists have been
[ Pylyshyn,1973,1976] and [Kosslynr and Pcmerantz,1577]. This
cannot be discussed here. The latest word in this dekate, and a

review, is prcvided by [Anderscn,1%78].

Ii.4.9 Behavioural thecries

In attempting to design a robot ccntrecller one is,
essentially, developing a behavioural thecry. Thus it is sorth
taking a brief lcck at wcrk in this area.

[Hebb,1949] developed a cell-assembly thecry of tehaviour,
which has been extended by [(Good,1965], [Bindra,1976], and
others, It is intended to be a physiolcgical theory of thcught.
He approaches his theory from two directions: the psychclcgical
facts c¢f attenticn and crientation, and the then curtrent facts
of neurclogy. Hebb describes a cell-assenmnbly as a
"tridimensional 1lattice-like assembly of <cells, that I bave
supposed to be the basis cf perceptual integration." Again, bh=2
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¥rites, assemblies are "diffuse, anatorically irregular
stroctures that functicn triefly as closed systems, ard dc¢ =o
only by wvirtue of the time relations in the firing of
constituent cells... An individual cell or transmissicn unit
may enter into more than cne assembly, at different times... At
any one moment, the action of an assembly may be considered to
be ¢n an all-or-none Lkasis" [p.196-7].

[Bindra,1976] extends and diversifies the cell-asseably
theory and introduces a mnew concept, the [frexgg. A pexgo
underlies the "currently excited, distirctive neural
organizaticn that wunderlies the identifying resgonse made in
relation toc a stimulus entity, as well as the awaremness
(gubjective experience descrikted as percept cor image) of that
stipulus entity." Though suggestive, the cell-assembly/pexgo
theory 1is at an insufficiently precise stage cf development to
be cf any direct tenefit.

The fault of +the Hebb-Bindra theory is perhaps this: it
tries to explain human thought directly in terms of (the [pcorly
kncwn) neurcnal structure, which might be likened to trying to
explain a big computer program such as an operating =system or
Wincgrad's SHRDLU directly in terms of machire code, by-passing
all menticn cf PLANNER, PFOGRAMMER, LISP, stacks, assemblers and
all the other wonderful descriptive vecakulary «c¢f cceputer
science. In cther words, the difference in descriptive level,
the gap betuween neuron and thought, is too ¢reat to be bridged
by cne single reductionist theory. Artificial 1Intelligence,

IIsEackground Issues



79

using the language of computer science, is in ar ideal position
to tuild the requisite intermediate theories.

[Miller, Galanter and Pribram,1960] alsc sketched out some
ideas on behaviour; their most specific suggestion was the
impcrtance of TTOTE"™  units (test, operate, test, exit) in
egecuting plans. The TCTE concept is related to the notion of a
FAP (fixed action pattern), which 1is used by ethologists to
describe animal behaviour and tc¢ trace the evolution of
behaviour.

In pcndering why computers have had so 1little success in
carrying out human information processing tasks, [Miller,1974]
ccncluded, first, that the reasen is because there is no
satisfactory theory of cognitive organizaticrn, and second, that
the test hope for pregress is to develop a thecry to handle the
structure of the physical world, My work is a small step in the

direction of Miller's second conclusion.

So what «can I conclude from our survey of the literature?
I will start with the negative conclusions and proceed in a
positive direction. First of all, though many cf these studies
lcok superficially similar to our Froject, few have any positive
content from our viewpoint. The lessons to ke learnt are mainly
"donft¥s, ﬁere they are.
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= Hebk - Bindra - don't try to do tco much with cne theory

a Jacobs & Kiefer - den't try to apply decision theory
directly to behaviour

e« Ccles, Feldman & Sprcull -
decision theary and Artificial
Intelligence don't really mesh together

m Ludloﬁ; Friedman -~ irrelevant because they model behaviour
without a world model

s Becker & Merriam - they get bogged dcwn in =simulation
details; no functional robot-contrcller
designed or implemented.

= "Eaconian" Becker - don't use the Baconian approach to’
representing experience.

= Simcn, Toda - interesting high level analyses of
rational bebaviour, but dirrelevant at
our level of synthesis.

= Imagery - this 1is an acceptable ncticn; any model
of it is of interest. My madel c¢f it
arises as a side effect of a systenm
designed for spatial reasoning.

Cf the three studies on the simulaticm c¢f rigid mction,
Baker's is prcrising but not carried far enough, Font's
simulation 1is not satisfactory after the first few moves, shile
Howden's is computaticnally rather expensive for use as an
experimental tocl. When it comes to spatial planning, Eastman
and Efefferkorn get bogged down in heuristic search because
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their underlying representation of space is inadeguate, and
Howden's apprcach results in a combinatorial explesicn. More
Fcsitively, Nilsson & BRaphael's is interesting, but cnly as a
preccrsor of my own work. This leaves only Kuipers, who nwcdels
CCmRNCR-S€nse kncwledge c¢f large-~scale <srace, and Acbib ¢&
Lieklich, whc model a rat's ccgnitive marp.

Kuipers showed how fragmentary pieces cf irnformaticn agout
cne's spatial envircnment can be integrated in the <course of
experience tc form a graprh-like cognitive map. Arbib & Lietlich
used a graph for their world model and showed kew it could be
nodified as a result cf innate drives and cf external rewards.
The lesscn to be learnt here is that a world model in the form
cf a graprh is a promising idea. This is not incorporated in the
design of PPA but obviously should be taken up as socon as

Fossible.

I will ncw summarize this chapter on backcrcund issues. 5
first delineated the nature cf this modern science, Artificial
Intelligence; then I described the impcrtance of, and
interaction Letween, representaticn and search in any theory of
intelligence; then I presented my cwn approach tec the subject.
The next section sketched the traditional Artificial
Intelligence approach to planmning and prcblem-sclving, and found
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it tc¢ be wanting for my purgoses; while in the last section I
reviewed the literature on similar projects but found there to
be a notable 1lack of positive content, only cautionary tales.
All tcld, the reader should ncw have a good feeling for the
background to my work; let me now advance tc¢ the first

epbattlenent,
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THE SIMULATEL ORGANISM-ENVIRONMENT SYSTEM

This system is the tasic experimental tccl for my research.
It provides sensory input for, and accepts motor output frcam, a
simulated organism that I «call UOtak. ' Only the functional
input-output characteristics of this systen are directly
relevant to the rest cf my thesis. TFor this purpose you need
cnly read the rest of this introductory sectien and section
III.2.2, and peruse the examples in secticnrs IXIXI.1.3 and
11T.2.3. The aim of this chapter is to describe the simulated
organism-environment system and to describe tke tasks that such
an crganism, if endowed with a2 ccmpetent organism controlling
program, might reasonakly be expected to solve,

The system is called TABLETOP. It simulates the physical
motion on a swmooth tabletop of objects which have the form of
pclygonal planar shapes. The tabletop is Lkounded by a vergs =o
that an c¢bject <can never fall off. An object moves only when
Otak is both holding this object and executing a pushtc ¢r turn

ccmmand, The physics invclved is essentially trivial:

(a) The shape of an object is invariant under translaticn and
rotaticn.
{b) If a motor command to go a certain distance in a certain

direction would result in Utak collidirg with an object or
the verge, then he halts a short distance before the first
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intersection of his path with suchk an obstacle.

{c) Similarly, if UOtak is grasping an cbject and is executing
a rpush command that would result irn the cbject or 0Otak
cclliding with scme obstacle, then 0Otak and the okject
come to an immediate halt a small distance kefore the
pcint at which the this collision would have occurred.

(d) When Utak 1is grasping an object he and the ctject are,
temporarily, ccnsidered as one new object.

(e) Otak can go Letween twc neighbouring okbjects omly if the
wvidth of the gap Letween them is greater tham a «certain
zinimus value.

To put it in a nutshell, TABLETOP simulates tke permanence and

imperreakility of the shape cof physical objects.

In building the TABLETOP system I aimed to gfroduce an
experimental tool that was inexpensive tc use. I was not
ccncerned to find exact soluticns to cocllisicn problems. Thus,
the approximate solutions to «collisicon rprcklems that the
TABLETOP system computes are quite sufficient for wmy .purposes.
In section III.3.17 I sketch one way that TABLETOE could be
extended tc ccmpute exact solutions.

Previous sinpulaticns c¢f the physics of planar pclygenal
shapes (reviewed in II.4.7 above) have either LEeen inpccomplete,
incecrrect, or <ccmputaticnally expensive' to wuse, +whereas my
TABLETOP system is ccmplete, correct to within certain
limitations shich I specify later, and efficient. By complete I
mean that both motion and cecllisions are handled. TAELETCP is
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cheap to use, has been used extensively, and has proved to be a
viable experimental tool.

The design of TABLETOP 1is Lased on the wuse of two
representaticns for objects, the Cartesian and the digital. The

Cartesian representation cf an object specifies the shape c¢f the

object by a list of points where each point is specified by tvwo
positive real numbers. The points are the pcints cf inflection
on the bcundary of the shape. An edge in the Cartesian
representation of an object is a pair of consecutive points in
the list. Utak himself has a Cartesian representaticn, or
pcsition, consisting c¢f a single pair of positive reals. In
addition, Otak has an absclute orientation. Note that I am hers
referring to the simulation of Utak, not tke robaot-ccntrcllar
for Utak.

The TAELE is a two dimensional array where each entry
corresponds to a square in a two dimensional grid of squares
covering the surface of the simulated tabletcp. Each cbject has
an associated cclcur, cne cf the letters A,B, e<ee 2. Two
obkjects may have the same cclour, and the veérge always has ths
celcur 'BY,

Now imagine the Cartesian representation of an acbject with
cclcur ¢ sugerimposed c¢n the TABLE grid. The digital

representation of the object is defined to be the set of squares

of TABLE that lie within, or are intersected ty the edges of,
the Cartesian representation of the object. All squares in the
digital representation cf an object are assigned the object's
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cclcur c. The digital representation of an object is also
called the projection of the cbject cnto the TABIE. Utak has a
digital representation, of‘projecticn, cansisting of the square
of TABLE that contains his position. The colour assigned to
this square 1is the BUGMABK, an asterisk on the CRT display of
TABLE. His Cartesian position 1lies outside the Cartesian
representaticns ¢f all the cbjects on the tabletop. Normally
his rrojection, also, is outside all the digital representations
of all the objects, but it can bappen that it lies withir the
projecticn of an cbject that he is currently grasping or has
recently letgo.

Otak, all the objects, and the verge are prcjected ontc the
TABLE array when TAELETOP is in operation. Tke TABLE array can
be displayed cn a screen fcr a human user to vwatch. Remenmker
that Otak does not T"see" this display; his visual input is
described in subsection III.2.2.

This chapter is «crganized as follcwus. Section III.1
describes the TABLETCP simulation systen. This 1includes the
method used, the problems encountered, and the specificaticn of
the requisite algorithms. Section III.2 discusses the design
and capabilities of 0Otak, and includes exanmples of his
sensory-mctor experience. In +the final section (III.3) an
extension and generalizations of TABLETOF are considered. 1t is
shcwn that an impcrtant part of tle TABLETOP simulaticr is
easily adapted for parallel computation, and that the TAELETOP
method‘generalizes to three (or more) dimensions. Also, it is
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shown how to extend TABLETOP to obtain exact answers to

ccllisicn prckless.

n

inulated envircnment, TABLETOP

I1II.1 The

This is an independent system that simulates the effect of

motor commands issued by Utak. It is instructive for a user to
sit down with TAELETOP and attempt a task such as mapipulating
an 'L' shaped object thrcugh a narrow doorvay.

The L-shaped object problem 1is the arcketypal task for
Utake. Indeed, in Kuhnian terminclogy, this is the paradigm
problem for this approach to understanding spatial intelligence.
When, or : B prLogress in tte construction of the
organism-controlling program for Utak has advanced to the point
where Utak 1is able to solve this problem autonomously then I
believe that non-trivial advances will almcst certainly have
been made towards understanding the nature c¢f some computations
that are of fundamental importance for successful orgarisms. At
that point it will be c¢f great interest to interpret the known

facts about biological trains in terms of these computatiors.

IIX.1.1 An overview of the simulation method

bt

A slide is the &sirplest action of Utak. Tkis is the

mcvement of Utak along a 1line segment. It is sinmulated by
sequentially checking each =square of the TABLE grid that is
intersected by Utak's position as he wmoves alcng the 1line
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segment, If a non-empty (coloured) =quare c¢f TABLE is
enccuntered befcre the end of the line segment, then first the
pcint of intersection with the obstructing square is found,
seccnd the halting position of UOtak is cktained ty tacking off
slightly frecm this pcint. This is done by taking a point a
small distance € back along the line segment frcm the pcint of
intersection, It the Cartesian rerresentations of two
neightouring chbjects are sc clcse that no empty square of TABLE
lies between their digital representations tken Utak is urable
tc slide between the two objects.

When Utak is not grasping an cbject he can only execute a
slide action or a grasp action. Utak can grasr an cbject if he
is not already grasping some cbkbject and if his digital
representation is adjacent *o a square in the ckject's digital
representation. T wo squares are adjacent if they are
herizecntally, vertically, or diagenally adjacent. Thus there
are eight TAELE squares adjacent to Otak's digital
rerresentation.

When Otak is grasping an object he can only execute pushto,
turn, or letgo actions. 1In this state the relative pcsiticep of
Utak's Cartesian representation and the <cbject's Cartesian
representation remains invariant under translaticn -- caused by
pushto acticns =-- amnd rotations =-- caused ty turn actions.
However, whereas Utak's digital representaticn is always a
single square, an object's digital representation may appear to
change rather drastically if the size of the TAEBLE squares is of
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tbe same c¢rder of magnitude as the size of the object. The
sinplest example of this effect is given by an object whose
Cartesian representation is a square of exactly the sare size as
the TABLE squares., If this cbject's Cartesian representaticn is
exactly aligned with a TABLE square thken its digital
representation is just that TABLE square, but if the object is
moved diagonally a small distance then its digital
representaticn becomes a larger square consisting of four TABLE
squares.

Suppose that the user of TABLETOP requests a pushto action
whose intent 1is +to move the grasped cbject in a straight line
through distance 4 in direction 8. The angle ©& 1is measured
clockwise from some fixed directicn. The fcllowirg methcd is
used to ccmpute the distance d' actually traversed before 2a
ccllisior, if any, occurs. 4 is the intended distance, 4d' is
the achieved distance. Basically the method is to scan the area
of TABLE that would be swept out by the object in the course of
the translation. The distance to the nearest okbstacle found, if
any, determines the achieved distance,

First the current digital representaticns c¢f Utak and of
the object are erased. Then the achieved distance for Utak is
ccmputed, just as for the slide acticn. The achieved distance
for the grasped object is computed as fcllows. First the

eading edges relative to the direction € are determined. These

are the edges of the Cartesian representaticn shose outward
ncrral has a direction in the range (8-90°9,8+909), As the
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object 1is moved, each 1leading edge sweeps cit am area in the
shape of a parallelogram. Each such parallelogram is tc be
imagined as superimposed on the TABLE grid. The parallelcgraams
for an L-shaped object subjected to a particular pushto action
are shown in figure III.1. For each leading edge E a scanning
process is started that scans those squares of TAELE that 1lie
within or intersect the parallelogram PE generated ty E. PFor
any scanned square that is oncn-empty (coloured), the minimum
distance from the edge E to the nearest point cf the subpart of
the square lying within PE is computed. Then distance TE is
defined. to be d, if no non-empty squares are found in the scan,
cr else to be the minimum over tbe minimum distances for each
scanned square, The mipimum of the DE's for each leading edge
E, less a small quantity €, is returned as the achieved distance
fcr the cbject. TFinally the overall achisved distance d4' is the
pinipum of the achievable distances for the object and for Utak.
Then both Utak and the obiect are re-projected cnto the TABLE
grid at the computed final position. By construction, these new
projecticns never overlap the projection of an okstacle.

Now suppose that the TABLETOP user requests a turn action,
whose intent 1is to rotate the object grasped by 0Utak by 9
radians about Utak's positicn UO. Two methods will be descrited
for computing the angle ¢' actually rotated before a collision,

if any, occurs. @ is the intended rotaticn, ¢' is the achiaved

rotation. Both methods scan for obstacles in the area that
would be svept out by the obtject in the course cf rotation. The
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FIGURE III.1
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angle to the nearest obstacle, if any, deterrines the achieved
rotaticn. The first metkod finds all the obstacles whereas the
seccnd may miss a small cne, Althcugh the second method is the
one currently implemented, the first method, since it parallels
the methcd used for +translation and may te of indeperdent
interest, is described first.

First the projections of UOtak and the grasged chject are
erased. Since Utak's positicn does not change in a rotation,
his motion does not directly contribute to the «ccllision
ccmputation., Then the leading segments of the edges of the
object, relative to the <centre of rotaticn U, nust be
deternsined.

Definition. For a clockwise rotaticn of an ckject about U, the
leading segment of an edge E is found as follows. Consider the
line L «collinear with E. Compute cn the line L the nearest
point N to the centre of rotation U and draw an outward normal
to E at the pcint N. Now take the semi-infinite half-line of L
that lies to the left of the outward noreal at N, and form the
intersection of it with E. The resulting segment of E is the
leading segment of E. Note that the leading segment of an edge
may consist of all or part of the edge, or be null. The leading
segnents for a specific triangle and pcints of rotation are
shown in figure III.2,.

lemma. For a clockwise rotation c¢f an object akout U, the
leading segment c¢f an edge E cf the object has the prcperty: for
any point x on the interior of the leading segment, there is a
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FIGURE III.2

' Outward normal

AN_ = leading segment
of edge AB.

BN_ = leading segment
of edge BC.

(point of
rotation)

CN. = leading segment
of edge CA.

Thus for rotation clockwise
about P there are 3 leading
segments. .

CLOCKWISE ROTATION

For clockwise rotation about Q
there 1s only 1 leading segment: BC.

This figure shows the leading segments of the triangle ABC for
two points of rotation. If a clockwise rotation about P is
intended, then the leading segments are AN BN CN . If an
anti-clockwise rotation about P is intendeg then the leading
segments are N_B, N_C, and N A, If a clockwise rotation about
Q is intended, there is only one leading segment: BC. If an
anti-clockwise rotation about Q is intended, there are two
leading segments: CA and AB.
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rctation about U such that if x' is the new pcsition of x, the
arc xx' lies in the exterior ¢f the object.

EFroof. Pick a disc centre x, small enough that it intersects no
cther €edge of the object, and so tbat it does nct contain ar end
point of the leading segment., Consider a rotaticn so small that
the new position X' of x lies within the disc centred c¢n x.
Because x lies to the 1left of the outward normal to E the
direction of motion of x is perpendicular to Ux and points into
the exterior of the shape. Thus, the arc xx' lies it the
exterior of the chject. QED.

In other words the leading segment of an edge E always sweeps
out a new area of the TABLE in the course of a rotation.
Depending on the angle of rotation and the exact overall
Cartesian shape of the object, there will in general be
considerable overlap between the areas swept out by each leading
segment., I have ignored the problem of elisirating nultigle
scanning cf areas of TABLE in a turm actiom.

As the object rotates each leading segment sweeps ottt a
fcur-sided area of space. The sides distal and proximal tc the
Peint of rotation are circular arcs, the cther two sides are
straight lines. Hence I call this shape a doughnut sljce. Noate
that if A, B are the original end-positiors of the 1leading
segment and A', B' are the final end-positicns of the leading
segment, then triangles AEU and A'E'U differ crly by a rotation
akout U. Each doughnut slice is to be imagined as superimposed
uron the TABLE grid. The doughnut slices for the rotation cf an
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L-shaped object subjected tc a particular turn action are shown
in fiqure IITI.3. PFor each leading segment S the TABLE squares
that 1lie within or intersect the corresponding doughnut =lice
are scanned., For any ncn-empty scanned square the minimum angle
of rotation sufficient to cause a ccllision Letween the leading
segment S and the square is ccmputed. {This is not a +trivial
computation.} For each leading segment S, the minimum is taken
over the angles computed for each cbstructing square, and then
the @minimum of all these wminimums, taken over all leading
segments, gives the achieved rotatiom ¢’'. Firally, both Utak
and the rotated object are re-prcjected crtc the TABLE grid.
That, in cutline, is the simulation method used in TABLETOP,
The bkasic problems faced in an implementation of this

simulation method are as follows.
wsTracing a line -- the intended path in a =slide act

-- the sides of a parallelcgram in a pushto

action
-~ the straight and curved sides of 3

doughnut slice in a turr acticn

aScanning a shape -- the Cartesian rcepresentaticn cf an
cbject, for rrojecting or erasing the
okject's digital representation
-- the parallelogram swept out by a leading
edge in a pushto action
-- the doughnu* slice swept ocut by a leading
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FIGURE III.3

Rotation
about U.

An L-shaped object showing
its Cartesian and digital
representations. For the
centre of rotation, U,
there are 5 leading seg-
ments (CB, BA, AN, FE, EM)
and 5 doughnut slices swept
out during the action
(BCC'B', ABB'A', NAA'N',
EFF'E', MEE'M'). N is the
point on AF closest to U,
M is the point on ED
closest to U.
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Features of the doughnut slice generated by rotating the
leading segment AB about the centre of rotation U by
angle @.



97

segment in a turn acticn

sComputing minimum distance from a leading edge to (a sukpart

of) an obstructing square

aCcmputing minimum angle frem a leading segment tc¢ (a sukpart

of) an cbstructing square.

IIT.1.2 The algorithms used in the sinpulation

In this subsection I describe the algorithkms used to sclve
the problems specified 1in the previous subsecticn. There are
two line-tracing algorithms, one for straight lines and one for
circular arcs. I first describte how to trace a straight line.
As a prerequisite for this one has to know the =squares of the
TAELE grid containing the initial and terminal points of the
straight line in order tc initialize and terminate +the tracing
process correctly. This seemingly innocucus requirement is a
little tricky to program because of the special cases that can
occur such as alignment of +the 1line with the axes and
ccincidence cf the line with the grid 1lines. The code for
tracing has to handle four cases, one for each quadrant of the
directicn of the 1line; I will c¢ply describe the northkeast
quadrant case, Let the current square be the square currently
under consideration in the 1line-tracing procedure. The next
current square can either ke one up, one righkt, cr diagonally up
and right frcm the current =square. This chcice is made by
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ccmputing whether the northeast ccrner of the current square is
left of, right of, or on the line, A ccmpariscn of the slopes
of SP and SD, involving two multiplications ard one campariscn,
suffices (figure III.4).

A circular arc is traced in a similar manner. If the arc
traverses more than one guadrant it is bkroker into subarcs each
traversing all c¢r part of a single quadrant. When the arc or
subkarc traverses the northwest gquadrant almcst the same
procedure 1is used as for the case cf a lipe whose directicn is
in the northeast quadrant (figqure IITI.4). As for the line case,
the next current sguare 1is either one up, one right, or one
diagonally up and right from the current square, and this choice
is made by computing whether the northeast corner of tke current
square is inside, outside, c¢r on the arc. This requires two
multiplications, an addition, and a compariscn.

There are several operations which may ke applied tc the
squares that a line passes through. The square coordinates may
be added to a scan table for a scanning routire or, if the
square 1is ncon-enpty and hence represents an obstructicn, an
intersection computation may be executed amnd the line-tracing
procedure akandoned.

For the purpcse of projecting the Cartesian representation
of a concave object into its digital representation orn the TABLE
(briefly, drawing t*he cbject), and erasing it later, the
Cartesian representation is deccmpeosed into convex subrparts.
This is done manually when the object is first specified. When
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the object is drawn or erased each convex stbpart is drawn or
erased separately.

The digital representation of a corvex (sukpart cf an)
okject is ccnstructed rcw by row. First the edges in the
Cartesian representation are traced, and the coordinates c¢f the
squares encountered are used to update a scan takle that records
the coordinates of the squares at the left and right extramities
cf each row. Since the size of the scan table is sufficiert to
cover only the vertical extent of the convex shape, an offset is
alsc stored that specifies the row of TABLE that ccrresponds to
the first pair of (left and right) scan table entries. The scan
table is then used to draw the digital representaticn «rcw by
rcwe If the cbject is fixed the scan tables are then discarded.
If the object is movable, the scan tables and offsets are stored
for later use when, or if, the object is erased for a puskto or
turn action. A new scan taktle has to be ccastructed for each
convex subpart every time the object is redrawn.

The parallelcgram swept cut by a leading edge in a pushto
action 1is scanned in almost identical fashion (see figurse
IIT.1). The edges of such a parallelogram are traced in the
sequence: leading edge AB, 1left constraining edge 2AA', Tight
censtraining edge BB!, destination edge A'E‘. Nc¢ okstructing
square can occur along the edge AB. If an ckstructing square is
enccuntered while tracing the edge AA', then the @minimum
distance in the direction © from the leadin¢ edge AB tc the
nearest part cf the obstructing square that 1lies within the
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parallelogram is computed. This is taken as the new value cf 4,
the arcunt cf the translation. Similarly if an obstacle is
enccuntered while tracing BB'., If either or bcth of these cases
occur then the position of the destipnation edge 1is effectively
ncved closer to the original pcsition AB. Now the destination
edge, at its possibly nev position, is traced and the scan table
fer the parallelogram is complete. The TABLE squares within the
parallelcegram are now scanned and if an cbstructing square is
found the distance from the leading edge AB in the direction 8
tc the nearest ccrner cf the cbstacle is computeﬁ.

The doughnut slice swept out by a leading segment in a turn
action has one concave bounding line ~-- the inmer ccnstraining
arc., However, since a shape is scanned row-by-row this is c¢f no
consequence provided the arc does not cross the vertical 1line
thrcugh the pecint of rotation. If this ccndition holds thea the
doughnut slice is cut along this vertical 1line (line ©U©OD' in
figure 1III.3) and each part formed is scanned separately. The
edges of a dcughnut slice are traced in the =<segquence: leading
segment AN, inner constraining arc NWN', guter constraining arc
AA', destination segment A'N', Nc obstructing square can cccur
alcng AN. If an obstructing square is encountered while tracing
the arc NN' then the minimum angle of rotaticon akout 0 tc the
nearest part cf the cbstructing square within the doughnut slice
is computed. This is taken as the new value cf ¢, the intended
rotation. Similarly if an okstacle is encountered while tracing
AA', If either cr bcocth cf these cases occur then the position
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of the destinaticn segment is effectively rotated tack closer to
the coriginal position AN. Now the destinaticm segment at its
possibly new position 1is traced and the scan table for the
doughbnut slice 1is ccaplete. The TABLE =squares within the
doughnut slice are scanned and collisicn ccmputations carried
out if any obstructing squares are found.

Finally I must specify the ccllision computations. Pirst I
describe them for a pushto action, tken for a turn action.

The sinmrlest case is this: when scanning the parallelcgran
swept out ty a leading edge AB, an obstructing square is
enccuntered. The amount of movement of the object befcre A3
ccllides with the nearest point P of the square must be

calculated (figure IIXI.S5). This is the distance to cellisicn

for this edge. The nearest point of a square is one o¢f the
ccrners c¢f the square. This nearest corner depends cnly cn the
gqnadrant of the leading edge sc a simple table lcokup is used to
£ind it. For instance, for a leading edge in the northeast
quadrant the nearest corner of an cbstructing square is the
southeast corner. Let 1 ke a unit vector in the directicn of
the ocutward ncrmal tc AB, let d be a upit vector in the
directicn of moticn, and 1let p be the vector AP. Then the

distance to cecllisicn is given by the formula

(g.n) / (@.n) (3)

If an obstructing square is encountered while +tracing a
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FIGURE III.5 -~ A formula for the distance from a
leading edge to the nearest point
of an obstructing square.

destination
edge

e = unit vector along AB.

n = unit outward normal
to AB.
d = unit vector in

direction of motion.

P = vector AP.

leading
edge

AB is a leading edge <7 %] < %g’ e % >0 <.~—‘7Q"\=cos'1‘>o
PB = perpendicular distance from AB to P = p.n
PB

ov = cosX =¥ d' = (p.n) / (d.n)’
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censtraining edge of a parallelogram, more care is reguired to
find the distance to ccllision. The nearest corner of the
obstructing square may lie outside the parallelcgram or even on
the cpposite side of an extension ¢f the 1leading edge. When
tracing the 1left constraining edge of the parallelcgram, four

cases arise (figure III.6).

(1 The nearest ccrner P of +the obstructing =quare lies
between the 1left and right constraining edges. The
distance to collision 1is the same as before, using

equaticn (A).

(2) The nearest corner lies cn the left constraining edge.
The distance to collision is the distance frce A tc the

nearest ccroner.

(3) The nearest corner 1lies to the 1left of the left
constraining edge. The distance to ccllisicr is the
distance frcm A alcng the left constraining edge to the

point P where the left constraining edge intersects the

side cf the sguare.

{4) The nearest corner 1lies to the <right of +the right
constraining edge. The distance ta ccllisicr 1is the
distance from B alcng the right ccnstraining edge tc the
point ¢ where the right constraining edce intersects the

ITI=The simulated organism-environment systen
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FIGURE III.6
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Cases in computing distance to collision along a constraining
edge.

AB = leading edge.

NC = nearest corner of obstructing square.

P = nearest point of obstructing square.
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side of tﬁe square. There are really twc sukcases
invclved here depending on whether P and Q 1lie on the
same or adjacent edges of the square. However, it is not
necessary to go to the trouble of figuring out the
distaﬁce BQ since this will be computed under case (3)
when the right constraining edge is being traced. Sc it
suffices tc return the distance AP.

Notice that, when tracing the right constraining edge BB',
case (4) [with right and 1left transposed] could not cccur
(figure III.6(5))e« This is because the distance AP would have
been returned from an occurrence of case (3) when tracing the
left constraining edge, and so the right constraining edge wculd
cnly be traced as far as B'',

There are four cases when tracing the 1left constraining
edge, three cases when tracing the right constraining edge, and
these are all repeated for each of the cther three guadrants in
which the 1leading edge may lie. These 28 cases can bke handled
by one 2 x 4 x 4 decision table with one rcw of four null
entries.

Now I describe +the <c¢cllisicn computations for a turn
acticn. Suppose that an obstructing square is encountered shen
scanning the dcughnut slice swept ocut by a leading segment. The
amount of rotation of the object before the leading segment AN
cf an edge AB collides with scme pcint of the =square must be
calculated (figure III.7). This is the angle to ccllisicn for
this edge. The point of the sguare at which the ccllision
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FIGURE III.7. The diagram shows the point P', on the edge
AB, which coincides with the point P at the

moment of collision.

The formula shows how

to compute PUP', the angle to collisiom.
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occurs 1is the collision point. I also call this the collision
cecrner since it is clear that the ccllisior point must te a
corner of the obstructing square, Onfortunately it is not
trivial to determine which corner of the square is the cocllision
cerner. FPor instance, as the obstructing square varies over the
squares within a doughnut slice the collisicr corner varies too.
If the rotation is clockwvise and the chstructing square is moved
clockwise then the collision corner of the olstructing square
mcves in a clcckwise directicn relative to the centre of the
obstructing square. It is possible to specify sets of candidate
ccllisicn corners as a functicn of the positicn of the centre of
rotation U relative to the obstructing square. The set of
candidate ccllision ccrners for a specific 1leading segment
ccntains e€ither two cr three ccrmers. Suppose axes are taken at
the centre of the obstructing square and aligned with the grid
lines, If U is cn one of the axes there are two candidate
ccllision corners and if U is in a quadrant between the axes
there are three candidate ccllisicr corners (figure I11.8). For
instance, if U 1lies 1in the southwest quadrart the candidata
ccllisicn ccrners are the southwest, nortpﬁest, and northeast
cerners, and if U lies on the scuth vertical axis the candidate
ccllisicn corners are the southwest and rncrthwest corners.
Figure III.9 <shows cccurrences c¢f each of the candidate
ccllisicn corners, for U in the southwest quadrant.

The angle to collision with an cbstructing =square is
deternined by finding the angle to ccllision with each of the
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FIGURE III.8
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This shows, for a clockwise rotation, how the set of
candidate collision cormers of an obstructing square
varies as a function of the position of the centre of
rotation relative to the axes of the square. This is
the set of collision corners that must be considered
if the obstructing square is encountered during the
scan of the doughnut slice.

Along the arcs are shown the edges or corner that may
be involved if the obstructing square is encountered
when tracing a constraining arc.
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FIGURE III.S

For a clockwise rotation about the point U in the southwest
quadrant relative to the axes of an obstructing square, this
shows how each of the candidate collision cormers could
actually occur. Leading segment AB collides with the south-
west corner, CD collides with the northwest corner, and EF
collides with the northeast corner. A'B', C'D', and E'F'
are the positions of AB, CD, and EF, respectively, at the
moment of collision.
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collisicn corners separately and taking the minimum of the three
(or two) angles. The collision corner of the cbstructing squar=
is the ccrner with the smallest angle-to-collisioen.

Given a leading segment AN of an edge AE being rotated
about a point U, the angle to ccllision with a point F is found
as fcllows. Let n be the unit vector in the directicn of the
outward normal to AB, let x be the perpendicular distance from U
to AE, let r be the radjus UP, let p be the vectcr UP, let E* be
the point on AN which ccincides with P at the moment when the
ccllision occurs, and let alpha be the angle to collision

{figure III.8). Then the following holds.

alpha = /PUN - /P'ON
cos ({BUN) = (B/T).(-B) = - (R.D)/T
cos (/P'UN) = x/r
alpha = arces{-(r.n)/r] - arcos{x/r] (B)

If an cobstructing square is enccuntered while tracing the
inner c¢r outer constraining arc, the ccllisicn computation is
slightly simpler. Instead of rotating the candidate ccllision
ccrner backwards to where its arc intersects the leading segment
as in the usual case, here one has to rotate the endpoint of the
leading segment forwards to where its arc intersects a side of
the obstructing square. The computation is siepler because the
sides of the square are aligned with the cocrdinate axes.

I describe this collision computation cnly for ar exéhple
invclving the cuter constraining arc (figure III.10). Suggose
the point of rotation U lies in the couthuest quadrant relative
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FIGURE III.10 - The diagram shows the intersection A' of an
outer constraining arc with an obstructing
square. The formula shows how to compute
the angle of collision.
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to the axes of symmetry of the square, and the endpoint A of a
leading segment AN collides with a side of the square. The side
invclved 1is the collision side, and is specified Lty tkte arc
tracing routine. In the example shown the ccllision side is the
west side of the square. Instead o¢f dropping a perpendicular
from U0 to AN, for this computation c¢ne dreps a perpendicular
from U to the collisicn side, meeting it at W. Let V be the
perpendicular projection of A onto UW. Then alpha, the angle to
collision, is given by
alpha = arcecs{-0V/r] - arcos{ OW/r] {O)
The arc tracing routine may, instead, =specify that tle arc
enters the cbstructing sgquare at tte corner P, The cccrds cf P
are known so the angle to ccllision is then simply given by
alpha = 2 #* arcos[ AP/ (2*r) ] (D)
When +tracing 'the ccnstraining arcs of a doughnut slice at
most two obstructing squares are encountered, since an
arc-tracing routine 1is abandoned as soor as an obstacle is
fcund. For such an cbstructing square there are four distinct
relative positions of the centre of rotaticn U, and for each of
these there are three different ways in which the arc may
intersect with +the square. Each of these twelve cases reduces
to cne ot other of the computations specified ry equations (C)
and (D). A 4 x 3 decision +table =specifies the correct

procedure.

+ + +
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To sum up this secticn so far, I have gnided you thrcugh a
ccllecticn of algorithms sufficient to solve the basic probleans
invclved in an implementation of TABLETOP. These 1include
algcrithms for scanning an object's shape, for scanning the
parallelograms and doughnut slices swept out in the course of
pushto and turn actions respectively, algorithes fcr tracing
straight lines and circular arcs, and algorithms for computing
the exact distance to collision, or angle tc collision, for
these two basic acticns.

The algorithms given above for the turn action in TABLETOP
requires inverse cosines and extensive case analysis. The
fcrmer are not computationally cheap, the latter requires
careful and time-consuming coding. Consequently I used a
quicker, tut dirtier and ccmputaticnally more expensive, rethod
of implementation. This is the second method referred to on
page 92. Namely, when an object 1is to be rotated the turn
procedure actually implemented does the following. The digital
representation is erased, the Cartesian representaticn xrcotated
by 1009, and 1its new projection onto TABLE scanned for
obstructing squares (without actually drawing the digital
representation). This 1is repeated until ar cbstructing square
is enccuntered c¢r the intended angle 1is achieved. If an
obstructing square is found, a binary search is carried out over
the last sub-angle of rotation until the achieved ©[positicn is
located tc within 29 accuracye

This method leaves open the possibility that scme small
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okstacle may be Jjumped over ©between the 109 test rpositioas.
This has not yet happened in practice, partly Lecause only very
simple TABLETOP environments have been used that do not contain
small isclated obstacles, and partly because the size of the
mcvakle cbjects has not been sufficiently large for an obstacle
to be missed in a 10° rotation. The simplest configuraticn in
which such an incident cculd occur would have Otak grasping the
narrow edge of a 1 x 14 movable object or "stick", amn obstacle
whose digital representation occupies a single square of TABLE
at a distance of about 13.5 from Utak, and Utak executing a turn
acticn of more than 10° tcwards the cbstacle (figure IITI.11).

An important implementation problem arises in practice.
When many pushto and turn actions are aprlied to a movakle
object, the Cartesian representatiocon of the object beccnes
deformed due to cumulative flcating point ipaccuracies. Thus
what was originally a square may at some later time 1look 1like
the end view cf a squashed cardtoard box.

To overccre this problen three Cartesian styls

representations are used for an okject, not just cne. When the

object is first specified a base representaticn is set up. This
is its original Cartesian representation. After any arbitrary
sequence of acticns the current Cartesian representation can
always be represented as one rotation and one translation
applied to the base representaticna, Since rotations are

relatively uncommon, and are ccomputaticpally expensive, a

rctated base representation is also used. This consists of the
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This shows the simplest kind of situation in which a
potential obstacle (marked 'B') could be missed by the
algorithm actually implemented. Utak is holding a long
stick and when he executes a turn action to the right

of at least 100, the obstacle is missed by the algorithm.
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base representation rotated by tike angle betvween it and the
current Cartesian representation. During a sequence of
translaticns lketween two rotations, the Cartesian representation
at the end of each tramnslation is derived frcr the rotated base
representaticn that vwas ccmputed at the last rcotation. When 3
rotation occurs a new rotated kase representaticn is conmguted
directly from the base representation. 7The current Cartesian
representaticn at this pcint is then obtained by one translation
from the new rotated Lase representaticn. With this scheme
inmplemented the Cartesian representation o¢f a movakle object
cannct deform, hcwever many pushto and turnm actions are applied
to the object.

One final prcblem remains to be considered.

I1I.1e2.1 The overlay prchlem

A rproblem involving +the interaction of Cartesian and
digital representations crops up occasicpally wher Utak is
hclding and mcving an cbject. I'refer to the system formed by
Utak and a held oktject as a sum object. When he first grasps an
object his digital representation 1is necessarily cutside and
ccntigucts with the object's digital representation. At that
time, the Euclidean distance d between his Cartesian peositicn U
and the nearest point N con the object's Cartesian representation

must have a value strictly betseen 0 and 2*rcot2. The distance

I1IsThe sirulated organism-envircnment system
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d remains invariant over all further movements of the sum object
uptil Utak executes a letgo action fcllowsd by a slide action.
¥hen d < root2 it is clearly possible tc positiorn the sum ocbiject
such that the pcints U and N in the Cartesian representations
lie in the same square of TABLE. Consegquently it is possible
for the digital representaticn of Utak to coincide with a square
in the held object's digital representaticn. This is cf no
ccncern while Utak continues to hold the object since it does
nct affect the ccmputaticns involved in pushtc and turn actions.
The problem arises if this situation occurs imrediately before
Utak lets go of the cbject. Suppose he lets go and then tries
to execute a slide action. The slide routipe finds that Utak's
starting point lies within a square belcnging tc the digital
representation of an obstacle, and therefore fails! If there
are empty TABLE squares next to Utak's square then the follcwing
procedure handles the problem.

1. Let the value of PUGSQUARE be the coordinates of the TABLE
square currently cccugpied by Utak, let OLDEUGSQUARE be the
value of BUGSQUARE at Utak's previcus position, let
BEUGMARK ke the cclour assigned tc Utak's digital
representation on TABLE, and let OVERLAY be the overlying
colour of the EUGSQUARE. The value of OVERLAY is the
cclour empty except when the BUGSQUARE is within the held
object's digital representation.

24 After a pushtc <¢r turn action, first draw the grasped
cbject, then set

OVERLAY = COLOUE~-OF (BUGSQUARE)
COLOUR~OF (EUCGSCUARE) = BUGMARK

3. If Utak is about to execute a slide and if
OVERLAY # empty, then do:

COLOUE-OF (BEUGSQUARE) = enpty
OLDBUGSQUARE = BUGSQUARE
Compute the result of the slide.
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If achieved position still lies within OLDEBUGSQU2RE

then COLOUR-OF (CLDBUGSCUAEKE) = EUGMARK
else COLOUE~-OF (OLDBUGSCUARE) = CVEEBLAY

This procedure has proved sufficient in gractice but does
not solve the problem in Ggeneral. In fact the digital
representaticn of UOtak can 1lie arbitrarily far within tha
digital representation of the held object. This can arise if
there is a long straight "canal™ of width strictly tetween 1 and
2 units in the object's Cartesian representation, 1Let the canal
have length n+1. In one position cf the object the <canal nmay
lie astride a column of sguares. Then Utak could slide to the
head of the camal and grasp the object there. In anather
position of the object the canal may not straddle any whele
TABLE squares, so that the canal does not agppear in the digital
representation., Now suppose that Utak has grasgped the object in
the first type of positicn and has let i+ go in the second type
of rposition. When he wants to execute a slide, Utak is
hopelessly trapped with n sguares of the object'!s digital
representation between him and the empty TAELF squares outside.
This is illustrated in figure IIX.12.

One solution that immediately springs to mind and can be
easily insplemented within the current TABLETOP philosophy is the
following. Before a grasp action can be executed the 20 clcsest
squares to Utak's square must be empty and scme squar€e in the
ring cf 24 next closest squares must belcng tc the obZtect's
digital representaticn., This is shown in figure IIIX.13. This
ensures that no point of the subsequent held cbject lies within
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The Cartesian representation of an object,
with a canal of width 1.5.

The object positioned so that the canal is
open in the digital representation. Utak
is able to slide to the head of the canal
and grasp the object there.

The object positioned so that the canal

is closed. If Utak now lets go the object,

no slide action can get Utak beyond the
borders of his current digital representation.
He is trapped.
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FIGURE III.13 - One solution to the overlay problem is

shown here. Before Utak can success-
fully grasp an object, two conditions
must hold. (1) The 20 squares of TABLE
closest to Utak must be empty. (2) At
least one of the 24 squares forming a
ring around the 20 closest squares must
belong to the object's digital
representation.-
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rootZz units of Utak's position, and thus that the abdove
"overlay" rrcblem cannct arise.

Ancther solution wculd require that, in the Cartesian
representation of 0Otak and the object tc be keld, Utak was not
within rcot2 units of any edge of +the object. This howaver
would reguire closest edge calculatians in Cartesian
ccordinates, a type of calculation that I wish tc try and avoid
as much as pcssitble.

Now I shall show some examples of the TABLETOP program in

acticn.

I1I.1.3 An example of TABLETOP perfcrmance

The following pages, figure III.14, shcw excerpts frcm a
session with TABLETOP recorded during OBC's Open House 1979,
slightly edited, It shows the state cf the TABLE array as a
human wuser solved the L-shaped ¢bject problenm. The first
snarshot includes a statement of the task, which is read by the
user, not Utak! The subsegquent snapshots show:

a an action command issued by the user
™ the resulting state of the TABLE array, with the BUGMARK

"% showing Otak's digital representaticn
s the contents of the nine TABLE squares in the 3 x 3 array

centred on Utak. (Thus the centre square shows the

contents of the OVERLAY variahble.,)
® the typed response from TABLETOP.
{I have added comments within braces like this.;
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I11.2 The sipulated organism Utak and his tasks

IIl.2.1 fesign considerations

Now that I have described the simulated envircnment, what
kind cf crganism should be built to live there, and what kind of
tasks should the organism te required to execute? These tvwo
questions are <closely 1linked since, £for example, you cannot
expect a colour blind bhuman to respond tc traffic 1ights
correctly unless other cues such as 1light rposition are
available., Mcre precisely, what kind of acticns should the
organism be capable of executing and what kind of sensory input
should the organism receive frcm its environment? The kinds of
input/output allowed to the organism, and tke kirnd cf task he is
required to solve, both mould to a certain extent the design of
the mediating' mechanism, c¢r organism-ccntrcller, that lies
betseen irput and output.

Asking these questicns of design immediately raises many
factual and methcdological guestions. How amnimal-like should
the organism be? If so, what animal? If not, by.ihat criteria
are the design decisions to be made? IXf the simulated organism
is to be like some specific animal, exactly what sensory input
and motor output messages does that animal's Erain receive and
sepd?

Since I am interested in the ©principles of tehaviour of
animals and humans, the crganism should definitely be
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animal-like. The suksequent questions akout =sersory-smotor I/0
are, unfcrtumately, wvirtually unanswerable; in no case are all
the relevant facts for cme interesting animal kncwn. One might,
instead, fall Lack upen the gross behavicur of an arimal, but
again, in almost no case are all the relevant facts kaown!

This situation has recently improved. e JeWHells has
ccllected a wealth of information about tke physiclcgy and
behavicur o©f the cctopuis {Wells,1978], and E.B.Kandel has
published a comparable collection of informaticn about an even
simpler creature, the marine snail Aplysia [ Kandel,1978]. W®ith
a view to receptor design, I have gerused various known facts
about receptors in mammals, including visuval receptor densities,
receptive field sizes, and magnification factcrs in the brain.

One has to resort *o criteria of elegance, naturalness, and
finally, in the AI approach, on the critericn of computational
feasibility. This is in <contrast to most cther exgperisental
sciences, where the final arbiter is experimental feasibilitye.

My attitude was well put bty the philoscpher Caniel Dernnett
when he wrote { Dennett, 1978, p. 104]

" cne does not want to get bogged down with techmical
problems in modeling the cognitive eccentricities of
turtles if the point of the exercise is to uncover
very general, very akstract principles that will
apply as well to the ccgnitive crganization of the
most sophisticated human beings., So why not then
make up a whole cognitive creature, a Martian
three-wheeled iguvana, say, and an environmental
niche for it to ccre with? I think such a project
could teach us a great deal about the deep
principles of human cognitive psychology, but if it
could nct, I am quite sure that most of current 2.1I.

modeling of familiar human mini-tasks could not
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either. "

Utak is my three—-wheeled Martian iguana and TABLETOP is his

niche.

I1l.

Iy

»2 The sensory-motor capabilities of Utak
Utak can move in a straight line, he can grasp a mcvable
object, and he can push, turn, and letgo a held object. Ee has
five npotor outputs, only one of which is active at once. Thus
the design of his mctor ocutput immediately contradicts cne of
the ckvious features of the design of @npatural motor output.
This 1is the fact that exactly one output has to be active to
execute an action, whereas large numbers of output 1lines are
active when a biological system acts. Indeed, an alert
biclogical system could ke described as a gpattern transducer
that +transforms a never-ending series of input patterns on
pillions of input lines into another never-ending series of
patterns on a similarly large number of outgut lines. This, of
course, is very different from a typical present-day cocmfputer
which channels all information through a btecttleneck formed by
the single high-speed CPU. It seems unlikely that we can get
close to understanding the computations occurring in biological
systems if we allow the "bottleneck" design cf current computers
to influence our thinking.

The visual sensory 1input is scmewhat more realistic,
consisting of 160 input lines from 160 retinal recegptcrs. Utak
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gets a bird's eye view directly down on  his immediate
epvironment as though bLhis eye were on a stalk. The retinal
fields are arranged as fcllows: 64 in a central fovea, 48 fields
each 4 times the size of a foveal field in an intermediate zone
surrcunding the fovea, and 48 fields each 16 times the size cf a
foveal field in an outer, peripheral, zcne. Fach retinal cell
registers a 3-bit graylevel, or integer in the range 0-7, that
reflects the ratio o¢f cbject to tctal area in the part of the
tabletop covered Ly the cell's field (figure I.3). The cclour
of an object 1is ignored. A set of 160 graylevels constitutes
cne retinal impression. Object cclours can te sensed via a
tactile impression, which consists of the colours of the 8
adjacent squares tc Utake.

The Utak simulation computes a new retinal and tactile
impression each time Utak comes to a halt. To do =sc it
superimposes the array of retinal fields cn TABLE, centred on
Otak's digital representation, and computes the graylevels
directly from the TABLF arraye. An acticn by UOtak will be
reflected by a change in the <retinal impression only if the
digital representation of UOtak or of an cbject held by him
changes. More scphisticated visual sensory systems are easy to
propose, but this one is computationally cheap and has sufficed
sc far.

The concepts of speed, mass, acceleraticn, ard mcmentum
have not teen implemented. As the reader will see, the attempt
to design an organism-ccntroller for this simple world raises an
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132

agple range of interesting and fundamental prokleas in
perception and action without the additicr of these zitma
features. Nonetheless, the distance between successive retinal
impressions may be viewed as a measure of speed if cne assumes

that retinal impressions are received at a ccnstant rate.

I11Il.2.3 Examples of Utak's sensory-motor experience

Figure III.15 shows the retinal and tactile impressions
received by Utak immediately prior to the first few actions in

the perfcrmance ¢f secticn III.1.3.

111.2.4 Examples cf tasks for Utak

Here I present a list of tasks, in English, which I would
expect a competent organism-contrcller for Utak tc ke able to
handle. Their method of @ presentaticn to Otak's

organism-controller will te descrited in secticn IV.2.

"Go to the northeast corner"

"Gec to the next rccam"

"Go to the square"

"Go round the square and return®

"Push the square into the northeast ccrner”
"push the square into the next roca"

"Push the brick {hrough tke door"

"Push the brick arocund the corner®

"ﬁush the L-shaped object into the rext rocm®

III=The simulated organism-enmvircnment systenm
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FIGURE III.15
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When a compass directicn appears in the task statement this
refers to Utak's cwn lccal crientation system, which need not
coincide with the TABLETOP orientaticn, It is ipitialized when
the first retinal impression is received. Whatever directicr he
facing at that time beccres north in his orientation systen. I
do mnot <claim to have a system or even tke cutlines cf a system
that can handle all these tasks; I am presenting this list here
to show the ultimate design goals for a rokot-contreoller for

Otak.

I1.3 An extensicn and twe generalizations cf TAELETOE

The purpose of this section is to discuss issues that arise
from the design of TABLETOP. These are nct gerrane to the main
argument of my thesis but are of =scme interest in their own
right. They are also relevant to questions in autcmatic
assenkbly.

The first issue concerns exactness, Hcw accurate is the
TABLETOP simulaticn, and how, if at all, coculd it be extended to
achieve exactness? For the mcment I will assume that the
referent for the terms maccuracy" and "exactress" is the tusupal
Cartesian representaticn of shapes, using real numtkters
represented to a limited precision in some ccmputer. The mction
of an cbject wmay, in the scrst case behavicur of TABLETOE, be
halted if a point of the moving object comes within roct2 of a
potential obstruction, whether or not a collisicn would occrtr in
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the Cartesian representation. This can cccur if an edge cf the
okstacle intersects a TABLE square arbitrarily close tc one
ccrner and if the path c¢f Ntak, or a point c¢f a held otlject,
intersects the same TAELE squace but arbitrarily clcse tc the
diagcnally corposite cormer. The TABLETOP ccllision point may be
arbitrarily far from the Cartesian collisicn point, or even
worse, the TABLETOP collision point may not corresgcnd to a
Cartesian ccllisicn pcint., These cases can arise if the line of
approach of Utak, or an object, makes a near—-zero angle with a
Fctential chstructing edge.

How can this state of affairs be remedied? In describing
the possible cures I restrict attention to the case of a mcving
pcint (UOtak) apprcaching an cbject.

The first cure is this. In the course of projecting
cbjects cntc the TABLE array, whenever a TABLE square is entered
by an edge a fpointer back to the traversing edge is stored at
that square. If a square is entered by several edges a pcinter
is stored for each edge. Then each time the path of Utak
enccunters an obstructing square or the TAELE, the <Cartesian
representation(s) of tke edce(s) which caused this square tc be
marked as an cbstruction is (are) retrieved. Then the Cartesian
coordinates of the collision point, if any, are ccmputed by any
stapdard line intersecticn algcrithm.

The second cure is based on the idea of repeatedly
projecting Cartesian representationrs onto the TABLE at higher
and higher scales of magnification, each time re-determining the
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obstructing squares. The ©process halts when the collision
pcint, 1if any, has been found to within the required accuracy.
I call this the focus method. To explain it I ©rpeed =one
tersinclcgy.

A C-representation {R,C) is a collection B of Cartesian

representations of one or more distinct objects, using some
ccordinate system C. A cocordinate system C is cktained by the
arplicaticn of a sequence of rotation, translation, and scaling
orerations to some fixed initial coordinate =systeum. Let a
windcw W omn a C-representaticn (R,C) be a rectangle c¢f any size
cr crientation. Say that a C-representation (R,C) has been
tabled with respect to a given window W if
a) All parts of B that lie wholly outside W are removed and
any line segment of R that intersects an edce of W is
replaced by a line segment that terminates at that edge.
In computer graphics terms, B is clipred.
k) The cocordinate system C is transformed into a new systen
by
- rotating it intc alignment with the edges of ¥,
a moving the origin to the centre of W,
“ apglying =scale factors, one in €ach coordinate
direction, so +that the sides of W coincide with the
sides of TABLE.

é) The C-representaticn (R,C) is projected onto TAELE.

Suppose the coordinate system C' is the result of applying

IITaThe sinmulated organism-envircnment system
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to a coordinate system C a series of several —rotation,
translation, and scalipng orerations as in k) above. Such a
series can always be reduced to cne rotation, cne trarslaticn,
and two scalings. Let ¢ be a unit square in C'. Let Q' ke the
rectangle in € that is obtained by applying to Q, in reverse
order, the inverses of the operations in the series. Then the
rescluticn of the cocrdinate system C' is defined to be the
maximum of the lengths of the sides of Q in the original system
Ca

I can now describke more precisely the focus method for
finding as accurately as desired the collisicn gpoint, if any,
between Utak's intended path and an obstacle. Let R ke the
cocllection RO of the original Cartesian representations of all
the objects and the verge in the envircnment, let C be the
original coordinate system C0, and let W coincide with W0, the

sides of TABLE. Let € ke the resclution regquired.

CP1. Table the C-representaticn (R,C) with respect tc the
window W. Let ({R',C') be the new C-representation.

CP2. Find all potential obstructing TAELE =squares along
Otak's intended path. If there are ncne then exit with
the pmessage "no collision found". Otherwise, if the
resoluticn of C' is less than €, then ccmpute the p[pcint
cf ccllision of the intended path with the first
cbstructing square encountered. Find the coordinates of
this point in the original coordinate system CO and exit
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with these coordinates for the ¢pcirt o¢f collision.
Otherwvise, ccntinve.

CP3. Take the smallest rectangle W' that is aligned with the
direction of motion of Utak and tkat containrs all the
pctential cbstructing squares found in step CP2. Let

(§,C)=(R*',C*), the vindow W=%', and go to step CE1,

A magnification always occurs at step CP1 if the new window
W' is smaller than the rrevicus window W. The rectangle W' will
always be aligned with the coordinate axes except, possibly, the
first time that CP3 is executeds Thus a rotation is executed in
ster CP1 at mcst cace.

This rotation, permitted by allowing the window W' in CP3
nct to be aligned with the axes, is necessary to hardle one
sgecial type cf case. Namely, the case where the potential
obstructing squares form a diagcnpal across the TABLE array, as
can happen if an edge and Utak's path both extend approximately
corner-to-corner and bLboth 1lie approximately parallel tc each
other., A window aligned with the axes would nct, in this case,
be smaller than the curreat window, and consequently mno
magnification could occur. As a result of this single rotation,
the intended prath of Utak is always parallel to cne of the axes,
say the vertical.

Suppose the TABLE grid has n unit squares along each side.
Thenr the rectangle W' of CP3 will have horizcrtal widtk one in
every executicn of CP3 after the first, since all th2 squares
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intersected by a vertical line lie in a =ingle cclunmn. The
herizcental =scale factor in CP1 will therefore be n in every
executicn of CP1 after the seconda. Since n is an ianteger
greater than 1, a horizontal magnificaticn occurs in every
executicn of CP1 after the second.

This may seem 1like a ccmputationally expensive methed to
use. One reason I have sketched it out is because, if the
C-representation consists oply of convex shapes, the projection
onto TABLFE can be done very fast with scme sinmnple parallel
hardware. If such bardware was available, this magnification
methcd might beccme feasible. Another reason is that this same
method, in simpler form, can be used to sclve linear prograzming
problems in any dimensicn. A final reason is that an extension
of the focus method is used in SHAPE, the spatial planner in the
organism-dantroller of Otake.

The parallel hardwvare required consists of one compcnent
for each TABLE square. Given a line L, its coordinates are
brcadcast to every comronent. Each ccmponent computes whether
its corresponding TABLE square lies to the right of, tc the left
of, or is intersected by, the line L. Let this computation take
one time unit. Then the prejecticn of a convex shape S bounded
by m lines takes m time units, one for each line, plus the tinme
for cne extra AND operation by each <ccogonent. The AND
operaticn is this., If a TABLE square lies to the right of, or
is intersected by, every 1line c¢f the =shape S, then the
cerresponding ccmpecnent signals "inside S"™; otherwise the
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ccmpenent sigpals "outside sSU.

Opne cther gquesticn naturally arises. Can the design of
TABLETGF be generalized to three or higher dimensions? The
answer 1is yes, prcvided the projection of an n-dimensional
convex polytope onto a generalized TABLE array can be computed.
The generalized TABLE consists of an n-dimensicral array of unit
hyper-cubes. The scan-table technique wused in TAELEIOF for
projecting a convex polygon onto the TABLE does not easily
generalize to n dimensions. To apply the scan-table techpigue
it nmust be easy to ccwmpute which hyper-cubes a hyper-plane
passes through. 1In three dimensions this 1is the ©problem of
determining, for each face of a polyhedron, which unit cubes the
face intersects. When the face is cblique tc all the coordinate
axes there is no simple algorithm corresponding to the
line-tracing algorithm in two dimensions. Thus the scan-takle
technique dces not seem to generalize. Hcwever, the method
sketched above for computing in parallel the projection c¢f a
ccnvex pclygon onto TABLE generalizes -easily. For each
hyper-plane one simply computes 1in parallel, for eaca unit
hyper-cube of the n-dimensional array, whether the hyper-cube
lies to the left of, to the right of, or is intersected by, the
hyper—-plane. One final AND operation for each hyper-cube
ccepletes the ccmputatico.

This method can also Lke used to ccunpute the hypercubes
swegpt cut by a 1leading hyper-plane in the <course of a
translaticn, or to ccmpute the segment of a hyper-sghere
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(generalization cf a doughnut slice) swept out by (a part of) a
hyper-plane in the course of a rotation. 1In this latter case
one has to compute whether a hyper~-cube is inside, ceutside, or
intersected Lty the surface of a hyper-sphere. Thus the tasic

TABLETOP method can ke generalized to higher dimensions.

In this chapter I have described the design of the TABLETOP
simnulaticn system, and gone into sufficient detail that the
essential problems to be handled in an implementaticn are clear.
I have alsc shown how this design could be extended to cktain
more accurate collision pcints, and how the two dimensional
tabletop could be generalized to three or more dimensions. In
particular I introduced the £focus method for obtaining more
accurate collision points. This will reappear later ir the
design cf SHAPE, the spatial rlanner.

In conclusion, ccnsiderable programming effort is regquired
to simulate an envircnment as simple as a tabletop. The
advantages of such a system are that some of the prchblems
associated with real werld slcppiness are avcided, no additicnal
hardware is required, and the sersory-motor experience <c¢f a
protctype organismccntrcller is easily reprcducible. In the
next chapter I describe a class of algorithms fundamental tc the
functicning cf the organism-controller.
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CHAPTER IV
TOWAEDS TEE DESIGN OF A EOBOT-CCNTROLLER

The purpose of this chapter is to present an apgroack to
the design and implementaticn of a robot-ccntroller for Utak.
As described in the introductory chapter, any such design =sceenms
tc require two parts, a data part called tke wcrld model or
cogritive map and a process part called the action cycle., This
latter consists of a ;oop containing the three subprocesses of
percepticn, gplanning, and acticn.

The chapter is structured as follows. 1In the first section
I present an analogy that is useful in apprcaching the G[prcktlen.
In the second secticn I fpresent the parts required of any
robct-controller and in the third I present a scenaric of the
tehaviour which any ccaplete robet-contrcller for Utak should
display to be acceptable. In the fourth section I deééiihe the
prcgress made in one approach to tlie design and isrlementation

of a robct-centrcller, apd in the last secticn I descrile an

alternative approcach to this proktlenm.

1V.]1 An analogqgy

I start with a thumlnail sketch of the well-kncwn acalogy
betueen the scientific method and the prccess of perception
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since this was the starting pcint for my design of the
crganism-controller. Consider an experimenter investigating
scme€ rhencmencn., He or she wants to understand the Ephencmeanon
and proposes an hypothesis. To test 1its wvalidity this
hypothesis is used to predict what will ke observed if certain
acticns are dcne - an experiment, He or she carries out the
experiment and makes observations. If tke clLservations are
almost exactly as predicted then the experirerter's degree of
ccnfidence or belief in the hypothesis increases. Cne then says
that the hypothesis explains the observatioms. If the
observations are not as predicted but the hypcthesis can- easily
be @wscdified to accommodate the observations, e€.g. by changing a
parameter, then the degree of confidence remains as before but
in an improved hypothesis. If the observations are nct as
predicted and cannot e accommodated by simple paraneter
adjustment then the experimenter makes a structural change, if
possitle, to enable the hypothesis to acccmmodate them. 1L
there 1is still an otservation which the experimenter cannot
currently explain by an hypothesis thenm it is noted but
otherwise ignored. With this new hypothesis, or cld hypothesis
with higher confidence, the experimenter designs ancther
experiment and makes more observations, accommodates the
hypcthesis to these, and so on. Eventually tke Ekypcthesis will,
in principle, ke so well adjusted to the observations that the
hyrothesis will ke generally accepted as a vseful descripticn of
one aspect of Nature. Tte hypothesis will be consistent with
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all the olbkservations so far, or in cther words may be vregarded
as the truth at that particular time and place.

Note the pragmatic nature of science: whatever theory is
most satisfactory at a particular time is used as a basis for
acticn., For instance, Neswtonian mechanics was an acceptable and
inmensely successful theory even though it ®%as known tkat it
could nct explain the precessicn of the perihelicn of Mercury.

Now return to Utak in his simulated wcrld. 2t all times

Utak maintains an hypothesis about tke wcrld, called the 3gcrld

mcdel. Each part of the world model has an asscciated degree of

confidence, and these degrees of confidence may vary from time
tc time. In general the degree of confidence associated with a
particular part will increase with time; only the cccurrence of
scme gquite unusual event will cause it to decrease. The
experimenter is Utak; the phenomenon to be explained is the
external wcrld; the observations, or pieces c¢f evidence, are
provided bty the series of sensory impressions impinging oa Utak;
and any hypothesis or world mcdel must be ccnsistent, as far as
possible, with the series of sensory impressicns. At the very
least, the current world model must be consistert with the most
recent sensory impression.

In this analogy, percepticn is the act c¢f acccmmodating the
world model to explain the current sensory impressicn, shile
maintaining consistency as far as possible with previous setsory
impressions., When there is no externally impcsed task, planning
is deciding on an experiment to gather wmcre -evidence to

IVsTowards the design of a robot-ccntrcller
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corroborate the current world model. Acting is simply carrying
out the planned actions. Each act will be executed with a =sgeed
dependent cn the degrees of confidence associated witd the parts
of the current werld model most relevant to this particular act.
If all parts of the hypothesis have been corrcltorated to a high
degree cf ccnfidence then it may seem to Utak that he knows the
whole world, even though in actual fact there mnay be
considerable difference between his hypothesis and the current
state of TABLETOP. In other words he may still be mistaken even
wher he seems to know otherwise.

If there is an externally imposed task which Utak nmust
perform then provided the current hypothkesis has scme overall
minimal degree of Dbelief, Utak will ccnstruct a pplar to
acccmplish the task on the basis of this hypothesis. Any
sensory impression received while carrying oﬁt this rlan mtst be
acccmmodated by +the bypothesis. This c¢cntinual cycle of
perception, planning, and acting 1is, of <ccurse, the action
cycle. When Utak is given a task he first assumes a default
werld mcdel, then opens his eye and receives the first retinal
impression. He interprets this first sensory irpressicn and
modifies the default werld mecdel to accommodate 1it. Then he
intergrets the task statement in terms of this world model, and
passes ccntrcl tc the planner which makes ar initial ©plar to
acccrplish the task. An act 1is decided on Ly examining the
first few actions of the ©plan, and executed. Then ancther
retinal impression is received, interpreted and accommodated by

IVaTowards the design cf a robot-contrcller
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the world model, the plan mcdified if necessary, anrd the rext
act produced and executed,

This analogy with science constrasts with a paive
Map-in-the~Head design. In this, spatial kncwledge resides in a
structure isomorphic to a printed map and spatial reascning
occurs when the ™mind's eye” examines this structure. Such a
proposal begs answers to many guestions, the post impcrtant of
which 1is, rperhaps: Who draws the map? This is answered by the
analcgy with the scientific method: By a prccess of hypothesis
assumption and modification, using partial evidence presented

thrcugh the senses,

IV.2 The parts of an organism-ccntrcller

Any complete organism-ccntroller for Utak must contain at
least +the following program sSteps. These can be stated Lhere
without specifying data structures or processes. A1l that is
peeded is a world model, a way to receive a retinal impression,

and an action effectore.

INITIALIZATION STEPS

1. Set the current world model equal to scme default world
nodel.

2. Receive the first retinal impression.

Je Analyze the retinal impression into regicrs and bcrders.

4. Interpret the regions in the retinal imgressicn and
identify the image cf Utak in the retinal impression.

IVaTowards the design cf a roboct-conticller



148

5. Modify the default wcrld model to be ccnsistent with the
interpreted retinal impression.

6. Accept a task and interpret it in terms cf the werld mcdel.
This may require substantial mcdificaticn of the world
model, for instance the addition of an cbhject if ore is
mentioned inm the task but no object is "visible™ in the
current retinal iupression.

ELAN

7. Construct a plan to achieve the task, using the spatial
planner.

THE ACTION CYCLE

ACT

8. Test whether the task is complete. If so, STOP.

9. Decide on the next acticn to take, by examining the
initial porticns ¢f the plan and the degrees cf
confidence associated with those parts of the wcrld
model close tc the planned acticns.

10. Execute the next actionm and receive the next retinal
impressione.

PERCEIVE

1. Interpret the nev retinal inpressionm cm the basis of
the current world model, and modify the wcrld mcdel as
necessary to make it consistent with the current

‘retinal impression.

ELAN

12 Is the plan still viable? If so go to 8.

IVaTowards the design cf a robot-contrcller
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13. Otherwise, re-ccmpute all or part of the plan, as in
ster 7, and gc tc 8.
The parts of the action «c¢ycle correlate «ithk <figure I.6 as
fcllcus.
Steps 8, §, & 10 are carried out by ACT,
Step 11, "perceive", is carried out by ACCCH.
Steps 12 & 13 are carried out by SPLAN.

A4 task statement as required in step 6 is assumed to be
presented as twc parameterized world models, a starting and a
gcal world model. TFor example the wcrld mcdels corresponding to
the task ®Push the square okject into the next rcoam" will have
two 1rocms, a square object, and a conmecting doorway, the only
difference between the start and goal world mcdels being in the
pcsition of the square obkject. The problem in step 6 is to
reccncile the currently assumed default world model with the
world model implied ty the task statement. I rake this

assumpticn to circumvent the handling of natural language input.

IV.3 The goal behavicur for an organism-cgntrcller

The intended meaning of scme of the task statements of
II1.2.4 (page 134) 1is illustrated in figure IV.1. This shows
the intended situations kefore and after each task but dces not
indicate how the world model c¢f Utak migh*t change while
executing a task. A detailed scenario of the intended behaviour
of UOtak as he carries out one task appears in figure IV.2. It

IVeTcwards the design of a robot-contrcller
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starts with a summary on tke first page (a), showing how the
many pages <cf this figure relate to executions of the action
cycle,

In the initial TABLFTOP situation S-1 (L), Utak is lccated
in the area cf the scuthwest cormer, a square object lies in the
ncrtheast corner, and twc thin horizontal obstacles separated Ly
a spall cap are in the east half of the takletor. The actual
taktletcp or "rcono"™ dimensions are 40X40.

The default world model assumed by Utak befcre opening his
eye 1is a square roon of dimensions 36X36 centred cr him (c).
Tte first retinal imgression is shown in (d) with the preferred
line-segment interpretaticn superimposed c¢cn it. When this
interpretation is reconciled with the default world mcdel, WH-1
is cttained (e), containing a single small okject cbjectl. Then
the task statement is received (£), which really consists of two
subtasks. Since there already is a square cbtiect, okjectl, in
the current wcrld model WM-1, this is immediately identified as
the sgquare cbject ¢of the task statement. Thts no mcdification
to %M-1 is required Lky the task statement. 1If the statement bad
included, for instance, "go between the square and the L-shape"
ther an L-shaped object would have had to be hypothesized in a
rosition beyond the area covered by tke retinma. A path is
planned in the wcrld model and a first acticn decided om (g9).
The size of the action, or eguivalently the distance travelled
tetween retinal impressicns, is proportional tc the confidence
with which the structure of ¢the world ecdel is kncwn. This

IVeTowvards the design of a roboct-conticller
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PIGURE IV.2(a) Executions of the action cycle.

(b) Initial situation S-1.

(c) Default world model WM-C

(d) First retinal impression QJTI-1

(e) First wvorld model WM-1

(£) Task statement

(9) First plan, PLAN-1, and first act ACT-1

(h) New situation S-2
(i) Next retinal impression RTI-2
(3) World model WM-2, plan PLAN-2, act ACT-2

(k) Situation S-3
(1) Ketinal impression RTI-3
{m) World mod=21l WK-3, completely new plan PLAN-3, act ACT-3

(n) Situatioa S-4
{p) Retinal iapression RTI-4
(q) World model WM-4, plan PLAN-4, act ACT-4

(r) Situation S-5
(s) Retinal impression RTI-5
(t) World model Wi-5, plan PLAN-5, act ACT-5

(u) Situation S-6
(v) Retinal impression RTI-6
(w) World modal WM-6, plan PLAN-GC, act ACT-6
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FIGURE IV.2 (¢) The default world model WM-O.
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FIGURE 1IV.2 (e) The world model WM-1 after the
first retinal impression RTI-1
received.
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FIGURE IV.2 (d) Retinal impression RTI-1.
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This shows the gray levels received by Utak's
retina from the TABLETOP world. The central
'7' is the image of Utak. The overlaid dashed
lines show the line-segment interpretation.
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FIGURE IV.2 (f) Task statement "Go round the square object
to the south-east corner'.

This may be translated as:

"Find a square object."

""Keeping the square object on your right,
to to a point near the square object on
the side away from your current position."

"Still keeping the square object on your
right, go from this point to the south-
east corner.'
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FIGURE IV.2 (g) PLAN-1, ACT-1l, superimposed on WM-1.

The thickened lines correspond to the line segment
interpretation of RTI-1l. The other segments forming
the boundary of the tabletop are hypothesized.
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FIGURE IV.2 (i) Retinal impression RTI-2
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The predicted graylevels are inscribed in the top right
hand corner of all but the foveal retinal fields. The
predicted line segment interpretation is shown by the
overlaid dashed lines at the left hand side and at retinal
field (). The only difference between predicted and actual
graylevels occurs at (@); this results in a new line

segment interpretation overlaying both fields (&) and (Fn.
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FIGURE IV.2 (j) World model WM-2, with PLAN-2 and ACT-2.
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The position and shape of object 1 have been updated - it
is no longer a square object. The previous plan, PLAN-1,
had to be modified slightly.
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FIGURE. IV.2 (1) Retinal impression RTI-3.
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The actual gray levels differ in several places from the
predicted gray levels (in the RH corner of each field).
The row of O's across the top forces the north verge out
by four units. The 2 and 6 in the top RH corner forces
the introduction of a new object.. Finally, the several
differences at middle right force another change in the
shape of object 1.
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FIGURE IV.2 (m) World model WM-3, with PLAN-3 and ACT-3.
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The north verge moved out by four units; object 2 is
new and is square while the old object 1 can no longer
be considered square; therefore, object 2 is assumed
to be the square object of the task.
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Retinal impression RTI-4.

FIGURE IV.2 (p)
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The gray level differences on the right-hand side

force the east verge to be moved out by two units,

and a new object, object 3, to be introduced.
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FIGURE IV.2 (q) World model WM-4, with PLAN-4 and ACT-4.

R

| OBIELCT-2

ORTECT | !

PLAN- 4

The east verge moved out by two units; new object 3

assumed.



(67

MmO Oom@OomommMmOo@omUOmOamoOomMOoMMoO@Oo0ON@ooO@mmMaMmMOmMmMa e 0@0mo
m

vuouuy
vuuuy
vuLUL
* vUUUL

BBBBDBBBBBBBEB

BBEBPBBBBBBEBBBBBEBBEBBBEBEBBEBEBEBBBBBEEBDBBUBBEB
BBBBBBBBBBB3BD3DB333BBBBEBBBBBBBBBBBBBBBBSEBEB

—
™
o
v
)‘
n= -
o M
MO
- K
) ;
e *
o3 ~m
& &
~ =omooMnomMoom©ooooMDmommoOanoamoMMopmMmoOmoOamoonaoamomnmMmamMmmmMmamonaoam
AR R BB BB E AR SR EEENE RSN NS ERESE R AR RN E NSNS

% (y) Selamtion g" S

—

FieuRe |V



163

FIGURE IV.2 (s) Retinal impression RTI-5.
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Once again, the gray level differences on the right-
hand side force the east verge out by two units and
a change in the position and shape of object 3. The
gray levels for object 2 (just below centre) were
exactly as predicted.



FIGURE IV.2 (t) World model WM-5, with PLAN-5
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FIGURE IV.2 (v) Retinal impression RTI-6.
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The predicted gray levels are not shown here because
only one difference between predicted and actual
occurs: in the Fovea at the left hand end of object 3.
This forces a very small change in object 3.



FIGURE IV.2 (w) World model WM-6.
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distance can also be regarded as a measure cf speed with +which
Utak travels, if one makes the assumption that retinal
impressions are received at a constant rate.

The TABLETOP situaticn S-2 after the execution of the first
action is shown in (h) and the new retinal ippressicn, B81I-2,
received (i). The two neighbouring graylevel values of 2 in the
upper right hand side are not as predicted by WM-1; ccnsequently
the position and shape of object1l must te <changed to be
consistent with BTI-2, while maintaining consistency with RTII-1.
As a result of this change objectl1 is no longer square and there
is scme doubt as to whetlter it should still be identified with
the square cbject of the task statement. There is, hcwever, no
other visible, potentially square, object with which the task's
square object could be identifed, short of hyrothesizing one in
an arbitrary position beyond the area that 1s <¢r has been
covered Ly the retina. Thus the kncwn object?!1 is retained, for
the moment, as the task's square object. The pew wcrld model is
=2 (3)e The original plan remains urchanged and ancther
acticn is decided on.

The new situation S-3 is shown in (k) and the next retinal
impression, RTI-3, obtained (1l). This differs considerably from
the predicted retipal impression. New line-segment
interpretations are derived and the world wmodel WM-2 modified
acccrdingly to c¢btain WM-3 (m). A new square object, ohjecté;
has been found and the shape of the supposed_ square otject
object1l turns out to be far froem square, Thts the rew object2

IVaTowards the design cf a robot-contrcller



174

is assumed to be the square object of the task statemert. Also,
tke fpcsiticn of the edge of the "room”™ is pct as exgected and
has to be moved out by four units. The planner is called and a
nes¥ plan from the current position of Utak going arcund obiject2
and rack to tle =scutheast corner is constructed. Since there is
a gap between objectl1 and the side of the rocm, and since a path
gcing via the gap should ke shorter than going cn the cther =ide
of okjectl, the new rlan goes through this gap.

Another action is decided on and executed, resulting in
situaticn S-4 (n) and retinal impression BTI-U4 (p)e The
graylevels of zerc along the right hand side where fours uere
predicted results 1in the east side of the rccm being moved out
by two units. The graylevel of cne is interpreted as a snall
object object3d against the east side. Frcm the evidence
presented in RTI-4 alone it would be consistent to assume a
small thin object not quite extending to the edge of the retina;
this interpretation is not consistent with tke evidence frcnm
RTI-3 (which 1is embedded in the line-segment interpretation
obtained from it), so instead object3 is assumed. The new world
ncdel is WM-4 (g); the plan remains unchanced, and an action
decided cn apd executed.

The new situation is S-5 (r), with new retinal impression
RTI-5 (s). Again this is not quite as predicted; the east side
of the rocm has to hé mcved out by two and the positiocn and
shape of object3 changed. 1In the accoamodated world mcdel WHM-5
(t), the plan remains the same. The next situaticn S-6 (u) and

IVaTowards the design cf a robot-contrecller



145

retinal impression BTI-6 are obtained after several intermediate
acticns. RTI-6 (v) shows clearly the gap between okjectl and
object3 which was only deduced frcm previcus retinal impressions
and the <current world model WM-6 (W) correctly reflects
sitvation S-6. Thus in this example no mofe acconpcdation can

cccuvr, so the remainder of the plan will be executed ccrrectly.

IV.4 A £irst apprcach to implementation

The idea 1is to take seriously the analcgy between science
and percepticn. The werld model ccnsists of a collecticn of
statements atout the shapé of the verge, the pcsiticops of
objects on the tabletop, and the shapes of the objects. Each
statement is to have an associated degree of ccnfidence based on
evidence ccllected from a series of retinal impressicns. This
degree of ccnfidence is to be used in the acccmmedaticn precess,
tc bhelp determine to what extent o0ld statements should be
nodified when new evidence is received. The statements give
positions of end-points of lines and other spatial facts in
terms of a Cartesian coordinate system centred cr Utak. A
spatial problem is to be sclved by projecting all or part cf the
world model onto a screen -- Utak's map-in—-the-head -~ then
solving the problem there and translating the =sclutien -- the
rlan -- tack into the Cartesian coordinate systes. At all times
there is a world model and a plan, even though initially these
may te simple defaults.

IVaTowards the design of a robot-conticller
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The implementation of these ideas was approached in the
order given by the 1list <¢f program parts in IV.2. Step 6,
reccnciling a world model with a task statement, was initially
ignored on the basis that I <c¢ould get Lty with =imple
path-finding problems that did nct require reccnciliation of two
world models. Steps 1-5 were acccmplished and then step 7, the
irplementation of a spatial planner, was tackled. I found that
current techniques for path-finding were nct really satisfactory
for my purposes and that an apgroach based cr the use o¢f the
skeletcn of a shape ¢premised to be useful. This work is
described in the next chapter.

First I will describe the wcrld model.

IV.4.1 Definiticn cf the scrld model

The data structure for a world model corsists c¢f a tree of

ncdes linked by relaticns. The root of the tree is a node

corresponding to OUtak, called $org, which has cne son, $floor,
corresponding to the flcorspace. Tke sons c¢f $flcocr corresgond
tc the isclated objects on the tabletop. The node N
corresponding to an object may in turn have scos if the shape of
the object is complex and is best described im a hierarchical
manner.

A node corresponds to a shape cn the takletop and is a list
consisting of the containing rectangle {(tke spmallest rectangle
aligned with the axes that contains the «<cshape), the actual
boundary shape as a circular list of straight-line segments, the
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shapes of any holes if present, and a sublist consisting of the
relations between this node and its descendants in the tree, iE
any. Each node has its cwn coordinate system, and a relation
between two objects specifies the translaticn and rotation
required to get from the cocrdinate system of cne @node to the
other. A relation is simply a list (nocdel ncde2 offset) where
the cffset is a triple ccnsisting ¢f the x- and y-tramslation
and the rotation to get frcm nodel's ccordinate system to
node2's., In the implementation so far, the rctaticn has always
keen zerc.

By specifying the world model in this manner it is easy to
mcdify +he world model tc reflect the mcticn of Utak or the
moticn of an object caused by the motion of Utak. 2ll that has
tc be dcne is to modify onme relation. This tree representation
can alsc be used to specify a complicated <shape in 1increasing
levels of detail. Figure IV.3 shows the wcrld sodel tree for a

tabletop situaticne.

IV.4.2 Perception: accommcdaticn tc the first retinal impression

When a retinal impression has been received it must ke
analyzed to find those regions which represent space and those
which represent cbjects cr verge. Then the cbject regions nust
be distinguished from the verge regions in an interpretation
stage <sc that finally the world wmodel can be modified to
acccmmodate (explain) then. The next three sub-sections
describe these cperaticns (steps 3,4,5 of IV.2).
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FIGURE IV.3
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A region in the retinal impression is a connected set of
retinal cells where all the cells have a2 zerc graylevel, or else
all have a non-zero graylevel. A connected set c¢n the retina is
defined using edge-adjacency. Two cells are edge adijacent if
they have an edge or part of an edge in commcn. Thus diagcnally
adjacent cells are not edge adjacent., A regior is ccnnected 4if,
fcr any twec retinal cells in the region, tkere is a chain of
edge-adjacent retinal cells which starts at c¢ne of the given
cells and finishes at the other, The border Letween two regions
has a direction associated with it, such that a turtle, crauling
alcng the berder in this direction, wculd always find the
ncn—-zero region on its right. Thus the (outer) bcecundary cf a
region with a non-zero graylevel would be traversed ky the
turtle in a clockwise direction and any other toundary (i.e. a
hole) c¢f the region wculd be traversed in a counter-clockwise
direction.

The basic building block for finding the edges of a region
is the "inter-cell-edge"™ (ICE) which is created Letween any pair
of retinal cells where the graylevel of cne is zero and the
graylevel of the other is ncn-zero. A first scan of the retinal
impression produces all tke connected regicns and marks the
position of each ICE with a data structure linked to each member
cell cf the ICE.

The next operation links the ICEs of one regicn intc cne or
mcre disjoint circuits. Since more informaticn is needed for
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later grouping operations, when an ICE is being traversed
several extra pieces of infcrmation are added: the directicn of
traverse (N E S W), the graylevels of the cells cf the ICE, and
the sizes of these cells, the result being called a chunk. The
last two items are neceded later as evidence for thé seqments of
the world mcdel. Scme ICEs lie along the edg¢e c¢f the retina and
special chunks have to be used.

The 1linking 1is done by taking one ICE asscciated with the
regicn in guestion and iteratively finding its successors using
the geometry of the retinal impressicn until a closed circuit is
fcrmed., If an ICE associated with +the region still remains
unlinked in a circuit then another circuit is started. This is
ccantinued until all the ICEs are exhausted.

Next, a grouping operatcr @raverses each chunk-circuit and
grcups consecutive chunks having the same ccrpass-direction into
a segment., A segment is a list

{pt1 pt2 dirn len type evidence)
where pt1, pt2, dirn, len, specify tke endpts, direction, and
total length respectively cf a straight line segment. "Tyge" is
EXTEFIOE or INTERIOR depending ;n whether the segment ccincides
with an edge of the retina or is interior to tke retina.
"Evidence” 1is a 1list c¢f pairs (graylevels cell-sizes) derived
frca the component chunks, shortened by grouping identical pairs
tcgether, The meaning cf "evidence™ here is how well the line
segment was defined ky the graylevels in the retinal ispression.
It is intended tc¢ ©prcvide restrictions c¢n how much the
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parameters of this line segment could be changed tc accommcdate
subsequent retipnal impressions without losing consistency with
the current retinal imgression. The end result of this

cperaticn is a gsegment-circuit.

Suppose a turtle traverses anm arbitrary closed circuit of
straight lines that ncwhere crosses itself and counts 1 for
every right-handed 909 turn and counts -1 for every left-kanded
900 turn. At the end of the trip the total %ill be either 4 for
a clecckwise traverse or -4 for a counter-clockwise travercse,
This 1is alsc knecwn as the Total Turtle Trip theorem. Irn one
final operation, e€ach segment-circuit is traversed cnce and the
total turtle turns computed, At the same time, the maximum
numter of consecutive segments that coincide with an edge cf the
retina is found. This is called ™max-resegs" Lelow.

The final output of the edge and region finding stage is a
list of regions, where each region has c¢n its p-list the
grl-class, number of squares, and a torder-1list cf one or more
bexders. Each border is a p-list with properties name,

segument-circuit, turtle-turns, max-resegs, and their values,

In the fovea of the eye a retinal cell witk zerc graylevel
correspends tc flcorspace, and a cell with non-zero graylevel,
necessarily 7, corresponds to either an object, the verge, cr to
UOtak himself. In the peripheral parts of the e€ye a retinal cell
with 2zero graylevel may ccrrespond to an area of the tatletop
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which is not entirely <£lcorspace, and esinilarly one with a
graylevel of 7 may correspond to an area c¢f the tabletop which
is not entirely object or boundary.

In any one retinal impression the regicns of zero graylevel
are interpreted as floorspace. Since all floorspace is
ccnnected, if two or more disccnnected regicns of zero graylevel
appear in the retinal impression the interpretation must prcvide
that these are ccnnected. If all the floorspace regions have a
segment coincident with an edge of the retina then no action
needs to be done; it is assumed that they are ccnnected outside
the area cf the tabletop covered by the retinal impression. If
one of the two or more floorspace regions 1is completely
surrcunded in the retinal impression by a ncr-zero regicn tken a
passage must be hypothesized between the surrounded floorspace
region and the nearest neighbouring floorspace regqgion, The
natural place to hypothesize such a passage, in order to keep
its length to a minimum, is the 1line of shortest distance
between two floorspace regions. This line cf shortest distance
can easily be found from the skeleton of the ccmplement of the
flocrspace regions; this will be described in secticn V.4. 2.

The ncn-zero regions are interpreted as either isclated
okjects or verge. This is straightforward in two cases. 1If a
ncn-zero region completely surrounds a zero regicn, and is not
itself surrounded by a zero region, then this is interpreted as
the verge of the tabletop. If a zerc regicn completely
surrcunds a ncn-zerc regicn them this latter regicn is
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interpreted as an 1isclated object with a bhigh degree of
certaintye.

If neither of these two cases hclds then the max-resegs of
the cuter bcundary of the non-zero regicm (the unigue tcrder
with turtle-turns=4) is examined. Remember that "mpax-resegs”
reccrds the maximum number of consecutive segments of the bcrder
of the regicn that coincide with edges of the retina. If its
value is zero, one or two then the regionm is irterpreted as an
isclated object, ctherwise as part of the verge. Figure 1IV.4
illustrates this interpretation scheme. Any interpretaticn made
in this way ;s subject to <tTevision or a ™double-take" when
subsequent retinal imrressions are received. A region initially
interpreted as an isolated object may later turn out tc be more

ccrrectly interpreted as boundary, and vice versa. Figure 1IV.5

illustrates a possible double take.

IV.l4.2.3 Accommodating the default werld mecdel t be first

The default world model with which Utak "wakes up" is the
simplest possible: a square floorspace centred on his position,
and containing nc isclated obijects, After the first retinal
impression has been received and interpreted, this wcrld model
nust be modified (acccmmcdated) +to be ccnsistent with this
retinal impression.

First the interpreted retinal impressior 1is exarined for
what restrictions, if any, the retinal impression places cn the
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actual dimensions of the containing rectangle cf the f$floor of
the +world mcdel. One restriction is computed from the retinal
impression for each side of the $floor's ccntaining rectangle,
and ccnsists cf a value ard a type. The type may be INTERICR or
EXTERIOR. If INTFRIOR, thke restriction is defined by a segment
of the boundary of a floorspace region which is interior tc the
retinal impression; ccnsecuently the positicn cf this side of
the containing rectangle of $floor must be given by the value of
this restriction., If the type is EXTERIOR, the restricticm is
defined by a segment of tbe bcundary of a floorspace region
which coincides with an edge of the retinal impression;
ccnsequently the positicn c¢f this side of the containing
rectangle of $floor must lie at or beyond (i.€. further N, E,
S, or W than) the value c¢f this restriction. The default
$org-%$flccr cffset, initially (0,0,0), and the sides of the
ccntaining rectangle of the default $flocr, are ccmpared with
these retinal restricticns and modified as necessary tc satisfy
then.

Now that the coordinate origin and containing rectangle cf
the $flcor is fixed, other parts of the world mcdel can be
ccmputed, The next item is to derive +the actual shape of
$floor. If none of the segments of boundaries of floorspace
regions ccincide with a retinal edge, or in other words the
whcle of %$floor appeared within the retinal isrression, then the
boundaries of the flcorsrace regicns are taken as the shape of
$flocr. Otherwise, only parts of the shape c¢f $floor appeared
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within the retinal impressicne. These are the sequences of
segments of ©boundaries of regions interpreted as verge, which
lie strictly within the curreant retinal impression. Thesa
segment sequences have to be 1linked up intoc ome continuous
segment circuit by creating hypothetical extersions to existing
segments and by adding new hypothetical segments. First the end
segments of each sequence are extended tc the containing
rectangle, with the extensions marked as "HYPO"™ in the evidence
lists attached tc these segments., Second, hypcthetical segments
along the =edges of the containing rectangle are intrcduced
between each consecutive pair of segment sequences, also marked
"HYEC". The shape of $floor is then complete,

Lastly, a node has to ke created for each isclated-cbject
regicn of the retinal impression, and added to the wcrld model.
Given an isolated-object region, its containing rectangle, the
cffset c¢f its cccrdinate system frem $floor, and its shape are
all ccmputed. The default world mecdel has now keen accommcdated

tc the first retinal impression.

IV.4.3 Ferception: accommodation to subsequent retinal

impressicns
Once a world model bas been constructed that correctly
interprets ("explains"™ in the analogy with =scientific method)
the retinal impressions received so far, it is used +*o
facilitate the accommodation of subsequent retinal infressions.
An overall view of this acccmmodaticn process will now be
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described. Given the decided-on action, a predicted world model
is constructed, and from this a predicted retinal impression is
produced by projecting the predicted world mcdel cntoc an array
structure togolcgically identical with a retinal impression.
This retinal impression differs from a normal retinal iapression
in that every retinal cell has a pointer back tc the segment (s)
of the wvworld model which <caused it to bhave its assigned
graylevel, After the acticn 1is executed the actuval retinal
impression is compared with the predicted retinal impressicn and
the differences between the twc used +to indicate what line
segments and what parts of the world model must be mcdified to
acccnmodate the new retinal impressicn.

Given an action, the predicted world model is constructed
as fcllcus. If the acticn is SILIDE(v) then the fcrg-3floor
relation (r,8) is replaced by (C-v,9). If the acticn is
PUSHTO(y) and the object held is objecti, then the $crg-3$floor
relation is replaced bty (r-y¥,68) and the $flcor-$objecti relation
(s,¢) is replaced by (s+¥,¢). If the action is TURN(Y) then the
$org-$floor relation becomes (r,8-4y) and 1if Utak 1is hclding
$objecti then the 3floor-$objecti relation beccmes (s,$+%).

From the predicted world pmodel a predicted retinal
impressicn is ccmputed as follcws. Each line segment in the
share of the floor, verge, or an okject of the fpredicted scrld
medel 1is traced across the retipal fields of the eye and a
pcinter is set from each retinal field intersected back to the
intersecting segment. Any retinal cell not intersected by a
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segnment of the bcrder of an object is labelled by the nane of
the object which encloses it, if any, and given a graylevel of
7, else it is assumed to Le part of $floor ard given a graylevel
cf zexc,

The next step is to compare the graylevels cf the predicted
retinal impression and the actual retinal impression,
cell-by-cell, and note any differences. The differences
izmeediately focus attention on those parts of the werld model
that sust be changed. Scre differences can be accounted for by
changing the parameters of 1line segments in the warld mcdel;
cthers require more drastic action. For example if a non-zero
region in the actual retinal impression has no overlap with any
non-zero region in the predicted retinal impression, then it has
to te interpreted and added tc the werld model as a new isclated
object in just the same way as a similar recicn in the first
retinal ippression is acommodated by the initial default scrld
mcdel. This, in outline, is the acccmmodation process.

In a "realistic" simulation where an element of randcmaess
is allowed in the effect of an action the differences between
the actual and predicted retinal impressions ray arise frcm two
sources cf uncertainty:

{n New parts of the environment ccming into view or old parts
seen at higher resclution;

(2) The acticn is nct as predicted.

If cnly (1) is allowed then any differences must be explained by

modifying the world model. If only (2) is allcwed the problem

IVaTowards the design of a robot-contrcller



190

is to récognize shat position in the world mcdel could give tise
to the actual retinal impression and thus deduce shat actually
happened. Since the difference between the actual and predicted
effects of an action will normally be quite =pall the groblen is
cne of ccoputing the disparity between the tvwc retinal
impressions, say by trying the ©positions closest to the
predicted position, If the difference 1is +toc great £for a
disparity to be found then it becomes a pure recogniticn picblen
to te approached, say, by matching features, If both (1) and
(2) occur together then the problem is to find a match in the
vworld model for as much as possible cf the retinal impression,
thus proposing a nevw ©peosition, and then modifying the world
model to explain the remaining unmatched parts c¢f the retinal
impression. Although {2) is easily incorporated in my system, I

have not attempted to handle this possiblity.

IVe4.4 Accommodation, another apprcach

The problem 1is, given the current retinal impressicn, to
modify the current vorld model as necessary tc¢ ke consistent
with it. This can Le broken down into three processes. The
first process intecrprets the retinal impressicr, regarded as a
structured array of graylevels, as a consistent collecticn of
line segments. The adjective ‘consistent! implies that,
locally, the 1line segments make sense or in cther words form
ccentinuous lines. Moreover =straight 1lines are preferred to
lines with many changes of direction. The next prccess
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interprets the 1lines formed by the 1line segments as the
(partial) ccntours of the verge or of an isclated object. The
third prccess extends these ccntours by rules c¢f continuaticn to
a complete world model. The last tvo ©processes are
straiqht-fcrward, the first cne is harder.

In more detail, the first process can be descriked as
fcllcws. In the fovea the graylevel of a retinal field is 0 or
7 according as the correspcnding TABLE square is occupied or
not, Trivially, a line segment is inserted between each pair of
adjacent cells with differing graylevels. 1In the middle part of
the retima the graylevels which can actually occur are
B2 8,67 Each g;aylevel has a distinct class of potential
interpretations where an interpretation is a 2X2 pattermn of
~occugied and vacant squares. In the gperiphery all the
graylevels 0,1,.e+,7 can occur and the potential intergretations
of a graylevel are =sgpecified by classes cf 4X4 patterns of
squares. Each assignment of a line segment to a retinal field
nmust be ccnsistent with the assignements of pneighbouring retinal
fields, such that the line segments constitute a continuous line
and preferably a straight line., Thus this first process is a
proklem c¢f <finding a <ccasistent interpretation and can b=
tackled by the NC consistency algcrithm of [ Mackworth,19773, by
the relaxation algorithms of [Zucker,1977], <r the improved
tacktracking algorithms <o¢f {Gaschnig,1978]. The 1latter two
processes, line segment intergretaticn and ccntinuation, can be

handled as before.
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IV.4.5 The spatial planner

This is the heart of the systes. This 1is where
path—-finding is done, where a plan for =mcving an c¢biject is
censtructed and where the initial task command is interpreted.
Given an interpreted task description, the spatial planner uses
the <current wcrld mcdel as a datatase and prcduces a structured’
plan as output. If the current world model reflects the TM"real
world" outside the organism sufficently clcsely, or at least
models clcsely encugh those parts of the world model —required
for this task, then a completely accurate execution cf the plan
will result in the successful completion aof the task.

The spatial planner does not produce plans frecm the world
mocdel directly, tut indirectly via the screen, a 2-dimensicnal
digital array. Consider a simple pathfinding problem, "Go to
the north east corner" for example. First the dimensions o¢f a
rectangular window which includes both the current pcsitico of
Utak and the position of the destinaticn are computed. Tahen the
vorld model is projected through this window cntc the screen and
each square cf the screen marked as representing space or with
the name of the object ovarlaying it. Then a pathfinding
algorithm is used {cf. chapter 5) to find a path from start to
destination that only traverses cells rerresenting space. If
this fails then cther pctential paths are ccnsidered. These
arise where two adjacent squares of the array are marked with
names of different objects or where a single square of the
screen 1is marked with the names c¢f two or more objects. These
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Fositions can be used to trace possikle paths Letween objects
and, where =such a position is adjacent to squares representing
space, tc ccnnect up these rpossible paths with other ¢faths
throcugh space. If the path between two cbjects is required in
mcre detail then a small rectangular window is selected that
includes only the potential passage between the objects. Then
the world model is projected cntc the screen again and this part
cf the path traced at a higher rescluticn. The result is
included as a more detailed sutpath in the ©previcus cocarser

path.

IV.S An alternative approach toc inmrplementation

The implementation sketched akove uses a representaticn for
the world model Lkased on the use of Cartesian coordinates and
then ccmputes, via prcjectionm cnto a screen, the skeleton, a
graph-like representation of the world model. The edges of this
graph represent routes in the environment. A representaticn in
terms of routes has been used by Kuipers to model a person's
representaticn of large-scale (city) space, and by Arbib and
Lieklich tc model a rat's representation of space. The matural
suggesticn, then, is to use the skeleteon as the Lasic
representation for the world model. This depends c¢n the fact
that the ccmplete skeleton of a shape, ccnsisting of the
skeletal graph plus the quench function, can be used tc recover
the original shape 1in its entirety. The world model then
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consists of a graph, whose edges represent rcutes through the
envircoment, together with a quench functicn defined on each
edge. Pathfinding is done directly cn this graph. One way to
carry out perception is to regenerate the criginal shape in the
predicted retinal impression and then match it with the actual
retinal impression. Any shape changes forced by the actual
retinal impressicn are reflected in changes to the skeletal
graph or the quench functicn. Alternatively, instead of dcing
matching on shapes, matching can be dcne on graphs. That is,
the skeleton of the spaces cn the retira is= matched against the
stored skeleton and changes made as appropriate to the stored

skeletcn.

IV.€ Summacry

The design of the whole organism-ccntroller is of major
impcrtance for my project. I described in this chapter the
first approach that I +tock, based on the analogy tetween the
process of perception and the scientific nmethed, and the
progress made in dipplementing it. There are two outstanding
problemss inheremnt in this approach. One is defiming exactly
vhat is meant by the phrase "collecting evidence for a feature
of the wcrld model™, and the cther is defining a phrase such as
"assigning a degree of confidence to a feature on the kasis of
the evidence", I approached the first prcblem by retaining with
each feature both the graylevel values in the retira and the
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retinal field sizes, from which the feature parameters were
derived. In line with the analogy, one can say that "the
feature explains the graylevel values™, The prcblem of defining
a measure of confidence, showing how it change=s with the receipt
of nev evidence, and using the confidence values to contrel how
the features are allowed to change when new evidence shows that
a change nust be made, is an impcrtant and interesting prchlem
that wnust be solved before coppleticon® cf this froject is
possible. This problem bears comparison with the legal problenm
of evidence in a court of law, where the degree of confidence in
a statement depends upecn the evidence presented.

There is one major requirement that remains to be
described, namely algorithms for pathfindirg and £for &pmaking

plapns fcor mcving an cbhiject.
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CHAPTER ¥

PATH-FINDING AND THE SKELETON OF A ELANAR SHAPE

The purposes of this chapter are to review gpath-finding
algcrithese, to motivate the use of the skeleton for
path-finding, to introduce a new algorithm for computing the

skeleton, and to apply the skeletcn to path-finding.

V.1 Introduction to path-finding algerithms

The problem is this. Given a descriptiocn of shapes on the
Euclidean plane in terms of the Cartesian coordinates cf fcints
on the boundaries of the shapes and the lines between them, and
given the coordinates of two points S and [ outside all the
shapes, describe a path from S to D that avecids all the sharpes,
if such a path exists. Further requirements are that the path
should be reasonably close to being ortimal, and that if an
organism wanders slightly frcm the correct path, either due +to
inaccurate mcvement or tc avoid a small cbstacle, it should be
easy to regain the correct path.

A path-finding algorithm was incorporated in the design of
Shakey [Nilsson,1969]. This was kased on the <clservaticn that
in a cluttered space an cptimal path between t¥o points consists
cf a sequence of line segments connecting extreme Gfoints of
obstacles. Thus one starts with the extreme (ccnvex) pcints on
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the obstacle boundaries and considers the set ccnsistirg cf the
lines Jjcining the rpairs of extreme points together with lines
frcm the starting point S to the extreme points and with 1lines
from the extreme points to the destinaticrn pcint D. Any line
which intersects an obstacle is discarded, so that the remaining
lines represent all the "lines of visibility" in the situation.
A heuristic search is then used to find the ocptimal series of
pcints connected by lines cf visibility from £ to D.

Another approach to path-finding, but still  using a
Cartesian representation, was used by {Thomsen,1977] for the
path planning module of the JPL robot, This was the approach I
first tock to the problem. The zero'th crder approximaticr was
the straight 1line SD. The first order approximation was
obtained as follows. Determine those shapes intersected by sD,
if any. If ncne, then the straight 1line SD 1is +the required
Fathe. Otherwise pick the obstructing shape nearest to S, call
it B say, and compute four pcints L1,R1,L2,E2 cn the perighery
of B defined as follcws. L1, B! are the leftmost, rightmost
Foints respectively of B as seen frco é, while 12, B2 are the
rightmost, leftmost points respectively of B as seen frem D.
There are now twe candidate paths at the first crder 1level of
apprcximation:

P11 SL1 + L1L2 + 12D

P12 SR1 + R1R2 + R2D
where the path segments SL1, L2D, SE1, R2D are knowr nact to
intersect object B. See figure V.1. Now recursively apply the
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above procedure to each of the segments SL1, L1L2, 12D, SR1,

R1RZ, R2L. Eventually thke procedure stops , there being cnly a

finite number of objects and only a finite numter of [foints on

the boundary of each cbject, with a perhaps 1long list of

Fossible paths. Each pathk can be evaluated in terms of total

length, number of segments, total angle turned, etc., and the

best one chosen, The disadvantages of this direct approach ¢to
the path finding problem are the fcllowing.

A) It involves finding the intersections of particular lines
with every object and finding extreme rpoints cf thase
objects intersected, altogether an expensive computaticn in
some cases.

b) 7There is no notiomn cf "level of detail". All objects of
whatever size are considered, and all lines shich form the
bcundary of a shape have to Le scanned for intersection
finding.

c) There is no obvious way to generalize to okject mcving.

An advantage of +this approach is that it can produce a

description of a path in "left-of object”", "right-of object"

terms.

Another idea 1is tc project all the shapes onto a
rectangular network of cells, the screen c¢f chapter IV for
example, and convert the path-finding probler intoc a pure
grarh-traversal problem. The screen is ccnverted to a graph by
inserting between every pair of adjacent or diagcnally adjacent
cells an edge of the graph, where each edge is assigned a length

VaPath-finding and the skeletcr cf a planar shape



200

of roct2 cr one according as 1its endpoints are diagcnally
adjacent or not. It is forktidden to traverse edges leading to
cells that do not represent floorspace. The start and
destinaticn fpcints are mapped ontc cells S and D of the graph.
The problem can now le restated as: find the shortest path from
S to D along the edges of this graph. This can be done ty an
arplicaticn cf the Ax* algerithm of L Hart,Nilsson, [
Raphael, 1967 ], using their function f=g+h to evaluate incomrplete
paths., Fcr an inccmplete path p that currently terminates at a
cell n, g{p) is the sum cf the lengths of the edges from S to n
and h{p) is the Fuclidean distance from n to D. This algcrithm
finds +the optimal path through the graph directly, Lkut suffers
from some disadvantages. These include: =rc <cbvious way to
generalize to handle object moving; no easy way to discover wshat
objects a section of the path is passing between; no distinction
between topologically distinct paths. 1In additicn the actual
search process involves a high number of "knowledge independent®
choices. As an extreme examgle of what I mean Ly "knowledge
independence", witness the Lucket phencmencn illustrated in
figure V.2. In wusing heuristic search to go from S to [, the
search goes straight to the bottom of the bucket and gradually
fills up until suddenly it overflows acd rapidly advances
towards D, Worse cases can also cccur.

Finally the skeleton of the shape of tke empty space was
considered. The initial attraction was that the skeletal graph
ccntains only the topologically distinct rtpaths Letween two

V«Path-£finding and the skeletcn of a plamar shape
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pesitions, Tvwo paths are topologically distinct if neither can

be continuously deformed into the other. Thke search for a path
then reduces to searching over the topologically distirct paths.
The chcice points in the skeleton seem, intuitively, to
correspond to the choices we have to make in navigating thrcugh
obstacles. In addition there is a grea* deal of information
asscciated with the skeleton which can be used in other spatial
prctlenms. The optimum path, when restricted to edges of the
skeletal graph, is not in general the optimum path when no such
restricticns are made; however, my initial ccncern «as to

compute any reasonable path, not necessarily ar cptimal cne.

V.2 The skeleton

[Blum, 1964 ], whc called it tke Medial Axis Function, vwas
the first tc intrcduce the skeletcn of a planar shape. Since
then it has been the topic of several investigations [Calati and
Hartnett, 1968; Mcntapari,1968,1969; BRosenfeld and Ffaltz,1966;
Efaltz and Rosenfeld,1967; and others] and has been called the
distance transformation, the grassfire trarsfcrmaticn, cr the
symmetric axis transformation. {Blum, 1973, 1974] has
cocmprehensively analysed it and written altout its potential

arplicaticns to the description of shape in tiolcgye.

VeaPath-finding and the skeletcn of a rlanar shape
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V.2.1 Definition and properties

In the continuous Euclidean plane several equivalent
definiticns of the skeleton can be given; hcwever when these are
converted to algorithms to compute thke skeletcn cn a rectangular
netwcrk if cells, it turns out that this equivalence nc lcnger
hclds.

First the several equivalent definitiomns ipr the <continuous
BEuclidean plane will be described, second Montanari's algorithm
will be derived from one of these definitions, third we will see
why this algorithme is upsatisfactory, and fouvrth vwe will see how
to augment Montanari's algorithm to gprecvide a satisfactory

algcrithm for the skeletcn on a network of cells.

Definiticn 1. Interpret the bcundary cf the shape as a
wvavefront which propagates at unifcrm velocity into the interior
of the shape. At certain points two or more sections cf the
vavefront emanating from distinct pcints of the boundary meet
and mutually extinguish themselves; the locus of these pcints of
extinction is the skeletal graph and the time froa the
ipitiation of the wavefront to tke time of extincticn is the

guench functicn.

Definition 2. The wmost concise definition fer mathsmatical
purpcses is probably this. Consider the set of all circles
contained in the shape and partially order tkem Ly inclusion.
Then +the skeletal graph is the locus of the centre cf maximal

VsFath-finding and the skeletcr of a planar shape



204

circles, and for each pcint cn the graph the radius of its

maxisal circle gives the value of the gquench functice.

Definition 3. At every point P of the plane define the fupction
d tc ke the minimum distapnce frem P to the share:

d (P)=min{ euc{P,Q) | Q € shage]
where euc is the euclidean distance, For every point P there is
at least one point Q € shape such that d(P)=euc(P,C), while for
certain points P* there are at least two distinct pcirts Q1, Q2

such that d(P*)=euc(P*,C1)=euc(P*,Q2). Q1, €2 are contact

pecints for P*, The locus of pcints with ¢twc or more contact
points 1is the skeletal graph and the value cf the function 4 at

each point of the graph is the guench functicn.

Definition 4. Given a point P, a nminimal path frcm P tc the
bkcundary of the shape is a straight line segmert PR where R lies
on the boundary. P is defined tc be a point c¢f the skeletal
gragh if it does mnot Ltelecng to a minimal path of any cther
pFeint., 1In the mountain metaphor, thisg says that any point cn a
ridge-crest or peak does not lie on the fall-line c¢f some higher
point. This is the definition used by [Montanari, 1968].
Definition 3 lends itself to the followirg visualization c¢f
the skeleton. Imagine the boundary of tke shape as the
shecreline of an island, which everywhere rises uniformly at an
angle of 450 cut of a calm ocean, thus forming a mountain range
with peaks and ridges. It is pcssible for three or mcre ridges

VePath-finding and the skeletcnm of a planar shape
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tc meet at a junction which is not a peak. Hcles in the <cshape
are to be visualized as lagocns at ocean level. The projection
of the ridges and junctions to the plane of +thke ocean is the
skeletal graph and the height <¢f the 1ridge at each gecint,
i.e. the function d, gives the gquench functicn. Picture
ycurself standing on the crest of the ridge; in your immediate
vicinity there are exactly twec well-defined directions in which
to travel along the ridge, "“forwards" or "backwards". Now stand
at a juonction ; three cr more ridges meet there, providing three
or mcre corresponding well-defined directicns of travel. That
is the content of [Calaki and Hartnett,1968, Theores 6]. Now
retvrn to a point on the ridge crest and note that tlere are
exactly two lines of steepest descent, or fall-lines in skiers
parlance, from the ridge-point down to the ccean. The fpcints
where the fall-lines frcm a ridge fpcint or peak enter the ocean

are called contact pcints. Back at a junction again, whkere n

ridges meet, note that there are n fall-lires to the ocean,
alternating with the ridges. That is the content of [Calati and
Hartnett,1968, Thecrem 7 ].

At any Jjunction there can bPe at ®cst one ridge which
ascends away frcm it; all the others must be descending frcm it.
This <can be seen as fcllows., Sufpgose P is a juncticn where 3
ridges meet. Let the three contact points be g, g, r an the
circumference of the maximal circle centre F. One may without
lcss of generality consider the skeleton generated by thes=2
three points alone. Consider tke ridge which starts at F and
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passes midway between p and gq. The gquerch functicn @wmust
decrease frcm P to the midpcint of p and q, since tke distance
Pq is less than the diameter cf the maximal circle, unless p and
g 1lie on the ends of a diameter through P. In this latter case
the quench function increases at P as one begins to wmove out
along the ridge. Also, since pq is a diameter, neither gqr cr cp
can te a diameter, and hence the value cf the quench functicn as

cne starts out along these other two ridges is decreasinge.

V.2.2 Approximating the Euclidean plane

To obtain the skeleton of a shape the euclidean distance
between two arbitrary points is required. But when tbe shape is
given as a digital image, that is to say as a rectangular
netscrk of cells wvhere each cell is marked with a 1 (cutside the
shape) or a 0 (inside the shape), this network can be treated as
an approximation to the euclidean plane, Ey connecting each
cell to a number of its neighbours and nmreasuring distance
tetsieen <cells Lty summing over all the links between them an
approximation is obtained. Figure V.3 showus 4=, 8-,
16~connected cells amnd figure V.4 =shovs networks of 4-, 8-,
16-connected cells. The n directions of the 1links in an
n-ccnnected network will ke referred to as the pajor directions
of the network. The higher the connectivity the better the
approximation. Using c¢cnly 4-connectivity, the distance between
two cells in a network can he as wmuch as 41% out £from the
euclidean distance, whereas with 8-ccnnectivity it can be E¥ out

VaPath-finding and the skeletcn cf a planar shape
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and with 16-connectivity only 2.7% out.

Given two «cells in a netwcrk, if the lire ccnnecting them
happens to lie parallel tc one of the =®major directiomns then
there is a unique shortest path between the tsc cells, otkerwise
there will be many shortest paths between then. This is
illustrated in figure V.5. Note that there is always a shcrtest

rath consisting of exactly two straight line segments.

V.2.3 Montanari's algorithm

Using definition 4 aktove Mcntamari showed that the skeleton
finding prcblem was equivalent tc a certain optimal policy
problem, and thus derived a two part alcorithm which can be
stated as follows.

a) For each cell of the network find the pinipum distarce to
the toundary of the shape (the "height"), and find all the
fall-lines (necessarily at least one) frcm the cell tc the
boundary.

b) Classify as skeletcn points those cells which do not lie on
a fall-line descending frcm any other cell.

The distance to the shape can be «ccmputed using an
algcrithm which requires caly twc passes over the network, which
will now be descrited. Divide the directicns cf the links
between cells intc two classes, UPPER and LCWER, as shown in
figure V.6. The first pass 1is 1in forward raster order and
computes the minimum distance to tke boundary when <c¢rly links
with UPPER directions are considered. The second pass is in

YePath-finding and the skeletor of a planar skape
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FIGURE V.5 Shortest paths in an 8-connected network.
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tackward raster order and continues the pinimum distance
ccmputation, adding in those links with LOWER directicns. This
is spelt out in steps 1 and 2 of SKEL-3 below. Surprisingly,
after these two passes thke minimum distance at every cell is
correctly computed, even for cells whose fall-line(s) include
links with both UPPER and LOWER directions. A proof of this can
be fcund in [Hontanari, 1968 ].

Some notation 1is in order. Let the network cells in
forward raster crder he P1,P2, eee= y PN, Cells Pi, Ej are

neighbours if there 1is exactly one link between them, ard are

HV-adjacept if they are neighbours and their lirk is hecrizcntal

or vertical. Let Tij = T(Pi,Pj) be the distance betwesn Fi and
Pj. In the case of an 8-connected network, the possitle values
for Tij are 1 and the square root of 2, ard im a 16-ccnrected
network, 1, the square reoet ¢f 2 and the sgquare root of 5.
UPPER(Pi) ({LOWEE({Pi)} denotes the «cells reached £frcm Ei by
traversing one 1link in an UPPER [LOWEE]} directicn. Let
NBRS (Pi)=UPEEE(Pi) u LOWER(Pi) and 1let I ke the cells outside
tbe shape. Di, the minimum distance frcm Fi tc the boundary of

the shape, is to be computed for i=1,2, .. ,DNe

VeEath-finding and the skeletcr cf a planar shape



Algcriths SKEL-1.

:

{Forvard raster scanl.
For d=1,2, ases O de
If Pi € I, Di=0
If Pi £ 1,
Di= oo if UPEEEK (Pi) is empty
Di=min{ Tij+Dj | Pj € UPPER(Pi) ) otherwise.
{1 Eackward raster scanl.
Fcr i=p,0~1, s« ,1 do
Di=min{ Di, { Tij+Dj | Pj € LOWER({Pi) } }.
| befipe skeleton points].

SKEL={ Pi | Di # Dk-Tik fcr all Fk € NBES(Pi) j.

Two skeletcns computed with this algorithm are

figure VeTe Note how they compare witk their

skeletcns. As can be seen from this example, this

suffers two deficiencies. First, the output is an ums

213

shown in
euclidean
algerithm

tructured

set cf points - no method is provided to link up the pcints into

a

graph structure. Second, the set of skeleton points is in

general discomnnected, so that it would be impcssible tc

graph structure anyway.

Ve2.4 The new algcrithn

Ecrm a

This last deficiency can be remedied by using definiticn 3,

which defines the skeleton to be the locus cf rfpoints

sith at

VsPath-finding and the skeletcr cf a planar shape
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least tw; contact points. This suggestion can be implemented as
fclloss, Pirst, while computing the minimum distance tc the
figure, compute also the contact points for each cell. Second,
classify all cells with at least two contact fpoints as belonging
to the skeleton.

Since the fall-lines and contact pocints of a cell cannct be
defined wuntil the final value of tite minimupr distance frca the
cell to the shape has been ccmputed, they cannot begin tc Dbe
computed wuntil the Lackward raster scan of SKEL-1. Step 2
requires an extra operaticn, another raster scan is needed and
steg 3 must be replaced. This results in the following

algcrithnm.

Algorithm SEKEL-Z2.
1. [Forward raster scanl].
For i=1,2; «es 0 do
If Pi € I, Di=0
If Pi £ 1I,
Di= oo if UPBERBR (Pi) is empty
Di=min{ Tij+Dj | Pj € UPPER(Pi) ) ctherwise.
2. [Backward raster scan].
Fer i=n,n-1, «.s ,1 do
Ci=min{ Di, { Tij+0j | Pj € LOWER(Pi) 3 }.
Ccntacts({Pi)=U { contacts(Q) | QO € LCWER(Pi) &
d(Pi)=T(Pi,Q)+d (Q) }
3. [Seccnd fecrward raster scan].

VsEath-finding and the skeletcr of a planar sharpe
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For i=1,2, s«s ,0 dc
contacts (Pi) =contacts(Fi) u
U { contacts(Q) | Q € UPPER {(Pi) &
d{Pi)=T(Pi,Q)+d (Q) 3
4. [Define skeletcn pcints].

SKEL={ Pi | number-of-contacts-of(Pi) > 1 }

This improves matters a little, for it ccrrectly classifies
as skeleteon points many pecints cmitted by SEKEL-1. At the same
time, unfortunately, at places in the skeleton such as a
straight ccrridcr c¢f even width, where SKEL-1 wcould ccmptte a
doukle row of skeleton pcints, SKEL-2 ccmputes ncne.

What is needed 1is the introduction of pcints in Lketiween

cells of the array as skeletcn pcints, as suggested by the
exanples of figure V.7. The obvious way to do this is to
intrcduce a skeleton point between any twec BHV-adjacent cells
with disjecint sets of contact pcints. This doesn't work,
however, because many pairs of HV-adjacent cells, far Efrom any
ridge-line, have HV-adjacent contact points, and corsequently
many spurious ridge points wculd get introduced. Consequently a
mcre conservative condition must be used. Define twec cells of

the netwerk tc be neighbourly if they are identical or are

HV~adjacent, and twc ncn—-enpty sets S1, S2 of cells to be

neighbourly if there is at least one neighbourly pair of <cells,

cne member of the pair from S1 and one frem S2, The modified
algorithm is as follows.

VsPath-finding and the skeletcn of a planar shape
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Algecrithm SKEL-3.
Steps 1,2,3 as for SKEL-2.
4. |Create ridge points].
For all i,3=1,;2, ees .0, (i € 3J) 4do
if not neighbourly(contacts (Pi), contacts(Pj))
then create-ridge-pt Rij between Pi and Pj.
5. [Define skeleton points].
SREL= { all created ridge-points j
u { Pi | number-cf-contacts-of (Pi) > 1 j}

Figure V.8 shows the result of using SKEL-3 c¢n tvwo examples.

Ve2.5 Ridge-following
The peints of the skeletcn will be referred tc as ridge

cells, A ridge cell may be either a cell of the original

networtk or a point created between two cells of the original
netsork. The output of SKEL-3 is an unordered collecticn of
ridge cells which, tc be useful, must be organized into chainms
of linked ridge cells. I use the term ridge-fcllowing to r1efer
to the operation, on a network to which SKEL-3 has been apgplied,
of inserting links between ridge cells and assembling three or
more neighbouring ridge cells into "junctions" so that the
resulting collection of cells, 1links, amnd Jjunctions is a
connected graph structure <closely approxieating the skeletal
graph of the correspcnding Euclidean shage.

BEeturn again to +the mountain metaphor. 1Imagine oneself
straddling a ridge with one's left and right feet just tc the

VePath-finding and the skeletcn of a planar shape
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left and right respectively of the crest, and ckserve the
ccntact pcints of the fall-lines which originate under <cne's
left and right feet and descend cn opposite sides of the ridge.
The rositions of these two contact points vary continucusly with
cne's positicn con the ridge crest, except when a crossover
Foint, where three or more ridges meet, 1is rassed. The only
excepticns tc this statement could cccur when the set of contact
points includes an arc of a circle - but this cannot happen with
pclygonal figures or a digital image. Ccnversely the point on a
ridge-crest from which a fall-line descends tc¢ a contact pcint
on the shoreline varies continuously with tke position cf the
contact peint., In a network, this says that two ridge cells are
tec be 1linked only if their contact points are the =ame cr are
neighbourly in pairs.

To make this precise some more tersinolcgy must be
intrcduced. A csquare is a unit square in the netsork with a
cell at each corner. Any of the four ccrner cells may ke a
ridge cell, and in addition the centre of each =side may be
occupied by a ccnstructed ridge cell. Thus a csquare nay
ccntain up to eight ridge cells, and there are 28=256 ©possible
different configurations of ridge cells cn a csqguare. This is
illestrated in figure V.9. Two ridge cells are contiguous if
they 1lie on a common csquare. Only contiqucus ridge cells ever
get linked together and when that happens let us say that they

are crested and the 1link between them is a crest. Now the

ccndition for cresting two ridge cells can be precisely stated:

VmFath-finding and the skeletcn of a planar shape
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Two ccntiguous ridge cells R1, R2 can be crested iff
4 pecints C11, C12 € contacts(R1) and
4 pcints C21, C22 € contacts(R2)

such that neighbourly(C11,C12) and
neightourly (€z1,C22).

The tasic scheme for inserting crests and ferming junctions
is as follow¥s. All csquares in the network are examined andé the
numker of ridge cells in each determined. Those with less than
two are ignored. If a csqguare has two ridge cells then usually
they will be crested although there are excepticns. In this wvay
it is possitle that cne ridge cell may have crests tc more than
two other contiguous ridge cells; such a ridce cell is called a
juncticn cell. If a csquare has three or mcre ridge cells sonme
pairs of ridge cells will be crested and/or a set of three or
more ridge cells may be grouped into a junction set. Exarples
of juncticn cells and junction sets appear in figqure V.10. Now
define a graph as follows. Every ridge-pt, junction-cell, or
junction-set, is a vertex, and every crest is an edge of this
gratgh. This 1is always a ccnnected graph and is the skeletal
grarh of a ccnnected regicn of a digital image.

Although there are 256 different csquare configurations
this reduces to exactly 51 distinct cases after reflections and
rotations are accounted for. A proof of this fact appears in
aprpendix A.2, together with a listing of the 51 cases.

A note on implementation of the arithmetic cperations
should be made here, All quantities inveclved in the computation

VaPath-finding and the skeleton cf a planar shape
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of the skeleton on an 8-connected network are in the form
a + b*root2 where a, b are integers, that is to say they
constitute an integral domain, sc cratker than use real
arithmetic all arithmetic and ccmparison ofperations are done
using integer arithmetic on pairs of integers (a,b). In cther

words Gaussian arithmetic is used.

¥.2.€ Using parallelism tc ccmpute the skeletcn

The above algorithm computes the skeleton in four raster
scans, including one for forming Jjunction sets and inserting
crests. [Montanari,1968] gives an algofithm which proceeds by
wave—-front expansion in parallel and is egquivalent to SKEL-1.
The algcrithe SKEL~3 can be modified to compute the skeletcn in

a sipilar parallel fashicn.

V.2.7 Paths between objects and superfluous tranches

With +this new algorithm there is an e€dge of the skeletal
graph emanating from every corner of a digital image. This is
ccrrect, im accordance with the definiticn cf the skeleton.
When the shapes involved have long straight lines aligned with
the axes as borders, this is ¢f no ccncern. But when the shapes
are rotated slightly, many corners appear in a digitizaticn and
many superfloous edges appear in thke skeletal graph. There are
two ways tc handle this prcblem, depending on the situation. If
there are several isolated objects (an archipelago), and cre is
cnly ccncerned to f£ind a route through the archipelago, ther the

VsPath-finding and the skeletcn of a planar shape
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only edges that need to te retained are those alcng which the
skeleton pcints bave contact pcints on distinct objects. I
refer to these as inter-obiject edges, and the remaininc edges as
internal edges. The internal edges can be discarded and the
search restricted to the inter-object edges. 0©On the other hand,
if one has to find paths from place to gplace within a =single
cemplex connected shape, all the edges are intermal since the
ccntact points of every skeleton point all 1lie on the same
surrcunding cbject. Various pruning strategies are available.
If the contact points of an e€dge remain the same and are very
close tcgether, and the value cf the quench function gces to
zerc {not a minimum greater than 2zero, as would occur in a
passageway), them this edge may be remcved. This handles the
case of small steps intrcduced by the digitizaticn of a line at
approximately 450, The threshold number used to decide when two
ccntact points are "very close together" ccatrols the size of
bay that is represented in the skeletal graphe If cre ccntact
point of an edge remains ccnstant while the distance from this
centact point tc the other contact peint decreases, and the
value of the guench function on the edge goes tc zerc, then this
edge @wmay be removed. This handles the case of an edge
introduced into the skeleton by a small step in the digitization

cf a slightly inclined straight line.
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¥.3 Using the skeleton for path-finding

Use of the skeleton of the shape delineated on a network
promised to overcome most of the objections to the use of
heuristic search for pathfinding.

First assume that the start cell S and the destinaticrn cell
D lie on the skeletal gragh. Then a path frcm S to D alcng the
skeletal graph is certainly a spatial path. In searching for a
path through the skeletal graph, the juncticn cells and jurction
sets are the only places where a chcice is needed. To simplify
this search the pathgraph, homomorphic to tke skeletal gragh, is
defined as follows. The vertices of the pathgraph correspond to
the junctions (cells or sets) of the skeletal graph, ard an edge
between two vertices cf the pathgraph corresgcnds to the chain
of cells 1in the skeletal graphk between the correspcnding
junctions. A skeletal graph and its correspcnding pathgragh is
shown in figure V.11, Now all the topclcgically distinct
statial rpaths frcm S tc D are fcund by using a standard graph
traversiag algorithm on the pathgraph, with considerably 1less
search than when the network of cells is searcked directly.

If the start S cr destination D are nct on the skeletal
gragh then the nearest pcints to S and D on the skeletal graph,
S'" and D', must first be found. This can be docne Lty fcllowing
the fall-lipe at that pcint upwards until the skeletal gragh is
enccuntered. Then proceed as before. If it happens that
several points on the skeletal graph are equally close tc S or
tc D, then the pathfinding algorithm requires a trivial

VeFath-finding and the skeletcn of a planar shagpe
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FIGURE V.1l

A skeletal graph and its pathgraph.
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mcdificaticn.
¥.3.1 Describing a skeletal path

A path specified by a path through the skeletal graph can
be naturally described in terms of the olkjects of the wcrld
mcdel., For instance in figure V.12 the path from S to D can be
described as

(move {(keep-right-of cb1) & (keep-left-of cb2)) 4d1)

(turn right 450)

{ecve ((keep-right—-of cb3) & {(keep-left-of ck2)) d42)

(mcve ((keeg-right-of cb3) & (keep-left-of cb5)) d3)

(move ({{keep-right-of ok4) & (keep-left-cf ck5)) d4)

{turn right 60)

(move ((keep-right-of ob6) & (keep-left-of c¢cb5)) d5).
Such a path description can ke generated frcm the skeletal grarph
by examining the two ccntact pcints of each ridge-cell on the
path. One telongs to the nearest object on thke left hand side
and the cther belcngs to the nearest object cn the right hand
side. So long as no two distinct objects on tke screen rur into
each other, that is to say there is always a channel of spatial
cells between distinct objects, then the owpembership cf the
centact cells of ridge cells can ¢nly change at Junctions and
therefore the description of ridge cells alcng any one edge of

the pathoraph rerains ccnstant.

VeaPath-finding and the skeletcn of a planar shape
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FIGURE V.12  Skeletal path between objects. The
skeleton allows a '"matural" description
to be easily derived. '
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¥.3.2 timizing a skeletal path

The example in figure V.13 shows that it 1is necessary to
consider optimizing a skeletal pathe If & is the angle between
ccnsecutive cecrridors in the figure, then the 1length of the
optimized path is sin{€/2) times the length of the unoptimized
skeletal path, a considerable imprcvement if 8 1is, say, U459
since in that case the optimized path is arfproximately 0.1 as
lcng as the skeletal path.

In certain special cases, the optimizaticn can be carried
cut roughly as follows. Let S,D be the start and destinaticn of
the skeletal path to be optimized, and define a function e on
the skeletal path by e(p)=perpendicular distarce frcm p on the
skeletal path to the straight line SD. As p varies from £ to D
find the maximum of the function e (p)-g(p); if ¢this is not
positive nothing mneeds be done, for in this case the straight
line SD is the shortest path from S to D. Ctherwise let the
maximum be at P* and apply this algorithm recursively tc the
paths SP* and P*D. OUnfortunately this methcd cannot Le carried
out in general.

The problem here might be christened the rgore-tightening
protlenm, described as fcllovse. Given an envircnment of
arkitrary two dimensional shapes on a tabletop, two peints S, D
at vacant =spots, and a rope laid out frcm S tc D alcng a
skeletal -—-or artitrary-- path: ccepute a description of the
curve assumed by the rope when tension is arpplied at S or D, any
slack being takenm up as required. Preferably the solution

VsPath-finding and the skeletcn c¢f a planar shape
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FIGURE V.13 Example 1llustrating the need to optimize
a skeletal path.
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should be stated in tecms of an array of cellular autcmata.

One obvicus strategy is tc mcve the path in the direction
of the centre of curvature at positicns where the absoclute value
of the radius of curvature has a 1local wminimunm. The 1gcal
mipima of the radius of curvature correspcnd tc the bends in the
rope and the effect of moving such peoints inwards towards the
local centre of curvature 1is tc smooth out these Lkends. The
radicts of curvature at a point p of the path canr be found by a
lccal <cperatcr that looks at a small set of adjacent points of
the path centred on p {say five neighbcuring pcints). Then one
pass along the whole path determines the local minima cf the
radius of curvature, If such a pcint is already adjacent to a
peint of an obstacle on the same side as the radius cf ccrvature
it cannct be moved any further. Otherwise each point E of local
minimum is moved to the closest grid point B! in.the direction
of the centre of curvature. If the adjaéent pcints to B in the
path were A, C, then the adjacent points to B! in the mew path
remain A, C. The process is now repeated until either the path
is straight, with infipnite radius of curvature at all points, or
else the only points of inflection occur vhere the rgath gqoes
rcund an extreme pcint of an obstacle, the path being straight
otherwicse.

Rhat I have Jjust sketched is a relaxaticn algorithm for
oktaining a curve whose second derivative 1is 2zerc everyuhers
except for fpcints where the curve contacts an obstacle. In
effect it simulates the rope-tightening.

VePath~finding and the skeletcn of a planar shape
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v.3.3 Comparison of skeletal and A* path finding

The complexity of koth is linear in the number of cells in
the netwvwork, except that ¢the <constant «¢f linearity is much
greater in the skeletal case, This is clear for A* =since the
number of nodes expanded ty A* is bounded by tke number of cells
in the network. In the case cf skeletal path-finding there are
two parts to consider, finding the skeletal graph and searching
the graph. The first operation is linear in the number of cells
and in the second, the number of nodes expanded by a grarh
traversal algcrithm is bounded by the number cf cells. Oon the
other hand a skeletal path has a pnatural description in
epvironmental terms. If the use of parallelisr is ccnsidered,
then it 1is 1likely that the skeletal path-finding method ccmes
out well., If the raster scan algorithm for the skeletcr is
replaced by a parallel wavefront-expanding method, it takes w
wave-front expansions when the maximum valee of the quench
function is w. 211 the ridge-crest links can ke ccmputed in cne
parallel cperation, except for scepe Jjunction sets where two

orerations would Le required.

V.4 Other applications of the skeletcn

The skeletcn can alsc be applied tc findirg a path for
moving an object, finding empty space, and cther proklems. 5

describe each application in turn.

VePath-finding and the skeletcn of a planar shape
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Y¥.4.1 Object moving
Suppose there is ap envircnment of obstacles and an cbject
tc be npoved frcm cne pcsition tc another. The simplest shape

for which a path can be found by the skeletcn is a circle.

V.4.1.1 Circular shaped gobject of radius r

First find the pathgraph cf the empty space and remove frcn
it any edge whose chain c¢f cells in the skeletal graph contains
a cell at which the value of the gquench functicn is less than r.
Then, if the initial and terminal ©fositions of the «circular
shagpe are S and D, apply a heuristic graph traversal algorithnm
to the pathgraph to find the shortest path frcm S to D that
fcllcws the arms c¢f the =skeletal graph. Since the quench
function along this path is everywhere at least as great as r,
the <circular shape can certainly be moved alcong this path

provided the centre of tke shape is kept on the path.

¥.4.1.2 Other obiect shares

The basic idea of this approach is to find the skeleton of
the empty space, the skeleton of the shape tc ke moved, and work
with the skeletons instead of +the original shapes. The
condition for a shape to be contained within a space car be
stated in terms cf the skeletons as follows:

{(*) Let the quenéh functicn of the skeleton of the shape be

g and the quench function of the skeletcr of the enmpty

space be r. Then fcr all pcints x of the skeleton of

VeaPath-finding and the skeletcn of a planar shape
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the shape, there pust exist at least cne point y on

the skeleton of the space such that the circle centre

x radius g(x) 1is contained in the circle centre y

radius r©{y)e.
Ccnsider a lcng thin shape 1like a stick. By adding
semi-circular ends 1if necessary, 1its skeletal graph is a
straight line segment. Clearly if this line segqgment can ke kept
aligned with the skeletal graph of the space while the shape is
being moved then condition (*) is easily checked, since then
pecints of the shape's skeletal graph lie c¢cn the space's skeletal

grarh.

This is an awvkward prcblem for humans at thke best of times
and in retrospect it was perhaps overly optimistic to think that
a clean approach to its solution could ke obtained through the
use of skeletons. Although the skeleton dces provide a clean
approach to the problem of a circular shaped object, I have not
yet found a wuseful agplication cf it to the problem c¢f mcving
mcre€ ccmplex shaped objects.

The L problem can ke viewed as requiring the sisultarecus
scluticn of two interacting subproblems. Namely, since each arm
is a rectangular stick, first sclve the problem ¢f mcving a
stick thcugh the doorwvway. Then, tackle the L1 ©proklem by
simultaneously solving two problems of mcving a stick through
the doorway, one from each arm of the L, with the «ccmplication

VuPath-finding and *the skeletcn of a planar shape
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that any movement of one stick causes a movemert in the ctler.

J.4.2 Finding empty space

An interesting apgplicaticn o¢f the skeleton 1is tc the
findspace problem: find space c¢n a cluttered tabletop to put
down another object. This is the FINDSPACE frcblem of Stssman
4 1873]. The positicn of the maximum sized circular spaces on
the tabletop can be found directly from the quench function of
the skeleton of the empty space. This is dere by traversinc the
skeletal paths and finding the local maxima of the gquench
function. If the circle with radius equal to the maxisum of the
gquench functicn is sufficient to contain the extra object then
the ©problem is solved; if not, the positicps cf the maximal
circles within the space are good candidates fcr the pcsiticn of

the extra object.

V.4.3 FPinding the shortest distance tetween tsc shapes

Given twc isclated planar shapes, a shortest straight 1line
between them <can be found by means of the skeleton in the
fcllcwing way. First find the skeleton of the enpty space
surrounding the shapes, and retain only those edges cf the
skeletal graph having one contact point on each shape. These
are the inter-shape edges. Then, find a gpoint P c¢n the
inter-shape edges at which the quench functicn takes its ninimum
value. The straight line joining the twe centact pcints of P is
then a shortest straight line between the twc shapes.

VwPath-finding and the skeletcn of a planar shape
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Father than developing the extensive mathematical machinery
necessary to make the above description rigourous, 1 cffer the
fcllcwing intuitive Justification. At every pfpoint «cmn an
inter-shape edge one can draw a circular disc centred at that
point, radius the gquench functicn there, and with cne ccntact
peint on each shape. As the inter-shape edges are traversed the
disc expands and contracts in radius. The minimum value of the
radius of this disc is assumed at one or more points of the
inter-shape edges. At such a point the line ccnnecting the
centact points of the disc must be a diameter cf the disc, and

moreover is a line of shortest distance hetween the edges.

V.4.4 Finding nearest neighbourhood regions

Let F be a ccllecticn c¢f points in the plane. The nearest
neightourhocd of a point p € P ccansists of all points x cn the
plane such that x is closer to p than to any cther point in the
ccllection P. The nearest neighbourbocds cf a ccllecticn of
Fcints is also known as the Vcronoi diagram or Dirichlet
tessellation [Green & Sibson,1978 ). Consider the skeletcn of
the plane with pcint objects p,q,r,... corresponding t¢ the

pcints of P.

Lo

emma. The edges of the skeletal graph of tie space surrounding

the ©[pcints P fcrm the tcundaries of the nearest neighbourhoods
of the pcints of P.
Erocf sketch. EFvery point of the plane is either equidistant

frce twe cr mcre points cf P, cr else is clcser to cne gpecint

VauPath-finding and the skeleton of a planar shape
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than to any other point of F. In tte first case the fpcint 1lies
on the skeletal graph of the space strrcunding the points cf P,
in the second case the pcint is in the nearest neighktourhccd of
scme point of P, 1Let x be a point in the skeletal graph of the
space surrounding the pcints of P, with contact points p,q € P.
Thus x 1is mnot a vertex of the skeletal graph. In any
arbitrarily small neighbcurhccd of x, there are points closer to
p than to any other point of P, points closer to g than tc any
cther pcin* of P, and pcints of the skeletal graph. Hence x is
a bcundary point of the nearest neighbourhocd ¢f p and cf the
nearest neighbourhood of g. Similarly, if x is a vertext cf the
skeletal graph with ccntact pecints p,q9,C,ses, X 1s a boundary
poirt cf the nearest neightourhoods of p,q,T,eceee

Thus the =keleten of a ccllection of shapes is a
generalization of the boundaries cf the nearest meighbourhood

regicns of a collection of points.

V.5 Summary

In this chapter I sketched various affroaches to
path-finding and proposed one based on the use of the skeleton
of the shape of the empty space. In order tc 1irplement this
latter approach I developed a new iterative algorithm for the
skeleton that is gquaranteed to compute a connected skeleton from
a ccanected shape. I sketched how the skeletcn could Le used as
a heugristic aid in the solving of object-mcving problems, and

VePath—-finding and the skeletcn of a planar shape
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showed how the skeleton could be applied to finding the shcrtest
distance Letween objects and to finding nearest neighbourhood
regicns.

With this chapter cn pathfinding I have specified a class
of algorithms which can be used as a basis for the scluticn of
pathfinding and object moving preblems in the spatial planner.

Thus the outline design of the robot-controller is complete.

VaPath-finding and the skeletcn of a planar shape
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CEAPTER VI

SUMMARY, CCNCLUSION, AND FUTURE ROEK

VI.1 Summary

After an introductory chapter, I reviesed at scme length
the nature of Artificial Intelligence, introduced the apgroach
of simulating a made up organism, and reviewed several closely
related pieces of worke Then I descriked in scre detail a
system for simulating an envircnment and the sensori-mctor garts
of an organism to inhabkit it. In «chapter 1V I =sketched the
overall features of +the ccntrcl program of such an organisnm,
tasing it on the noticn of the action cycle. One partially
igplemented design was described and an alternative apgrroach
Frxcpcsed, An important reéuirement for amy organisa, in
particular for its controller, is a path-finding akility. To
this end I described in chapter V an approach to path-firding
based on the skeleton of a shape. The skeleton, which was
originally motivated by physiological considerations and first
applied ¢to =shape descripticm, 1is also a useful +tool for
path-finding and as a heuristic for other spatial protlems. b
developed a new iterative algorithm to ccmpute it. Although the
actual amount of computation to find the skeletcn onrn a serial

VIie«Summary, conclusicn, and frture work
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machine may be greater tham that for cther techniques for
path—-finding, it reduces the heuristic search required for
finding a route Lbetween cbhstacles.

So let me stand rkack and take stocke What has been =clved
and ;hat prchblems uncovered? How does this wcerk relate to cther
work? What contribution does it make tc the Artificial
Intelligence enterprise? The advances cortained in this work

are threefcld.

{(a) In the first place I explicitly laid out the features of the
action <cycle for a rotot-contrcller; this has not been done
befcre. The implementaticn dcne +thus far wvwas based on the
analogy between the process of perception and the sciertific
method whereby one is always acting on the basis of a collection
of hypotheses and gathering evidence for these hypotheses in the

fcrz ¢f senscry input data.

(b) A spatial reasoning module is an important and essential
part of any robot-contrcller. It makes plans for action ¢n the
tasis of the current ccllection of hypotheses about the fors of
the environment. The second advance is the development of a new
approach to problems cf spatial reascning based cn the use of
the skeleton of a two-dimensional shape. When the ervircnment
has Lkeen drawn cn an array of pcints like a screen, an iterative
algcrithm requiring a ccnstant amount of computation reduces any
pathfinding problem to a simpler graph-traversal prcblenm. Each

VI=Summary, conclusion, and future wotrk
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edge of the graph corresponds to a path Letsween twc objects,
each node correspronds tc a junction of three or more tpaths,
while the npumber of nodes is reduced to a pipimum. Thus the
amount of heuristic search is reduced. There are cther ways to
do this that are based o¢n a Cartesian representation cf the
shapes of objects, which will require much mcre search if the
shapes in the envircanment have much e2xtraneous detail. The
methed presented here could clearly be computed by a nectrcnal
netscrk. Thus it is interesting to ponder if this is cne cf the
algcrithms actually used by the functioning mammalian krain.
Some interesting technical protlems were uncovered in this
approach. One is called the rope-tightening problem. V¥hen you
have found one —reasonatle path between twec pcints, bow do you
tighten the path to the <shertest possible way? The cther
technical prcblem relates to elucidating the full details for
mcving an L-shaped object through a doorwaye. I presented one

suggesticn for approaching the scluticn to this problenm.

{(c) As discussed in chapters II and III there have been several
robct simulation programs written tefore and tke full details of
my zrcbot simulation were described there. Mine is the first to
handle the movement and ccllision of two dimersional shapes. Of
the rprevious two major robot simulations, Becker & Merrias used
a Cartesian representaticn and Nilsscn & Raphael used a digital
representation of shapes. The Qartesian represents shapss as a
series of points given by Cartesian coordinates while the

VisSummary, conclusicn, and frture work
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digital represents a shape directly as an array of points 1like a
screen, Of the previous rigid object &mcticn simulétions,
Eastman and Pfefferkorn used Cartesian representations while
Funt and Baker used digital representations. My advance was to
use a combination cf the Cartesian and the digital
representations to simulate the motion and ccllisicn cf ckjects

cn 2 takbletog.

VI.z Conclusicn

I began the thesis by asking what ccmputational processes
are required for spatial reasoning. My answer, and, briefly,
the <conclusicn c¢f the thesis, is this, Computational processes
inccrporating algorithms for computing the digital skeleton of a
planar shape may prove to be sufficient for the spatial

reascning of a robot-controller.

VI.3 Eesearch proltlems
This consists of a list of gfproblems encountered in the
ccurse of our project, that need further investigation.

1. Froblems related to the simulated envircrment.

(a) Extend TAEBLETCP to compute exact ccllision peints between
roktot or oktject and an obstacle. Two methods for decing
this were descriked in III.3, which skould be ingplemented
and tested.

VYI«Summary, conclusicr, and future work
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(a)

(b)

(c)

3.
(a)

(k)
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Simunlate cparallel operating hardware to carry out the
TABLETCP simulatione.

Generalize the TABLETOP simulation to three dimersiors.
Design a mcre interesting environment. Trivially, this
can be done, for example, by allowing randcmized action
effects; less trivially, by allowing independently mcving
objects. Since any extensicn of the enviraonment requires
a correspecnding increase 1in the capabilities of the
organism~-controller, no such extension should ba
contemplated until the current environment is competently

handled by the current organism—ccntrcller.

Ercblems related to the organism-controller.

Allow a restricted form of natural language input for the
task statement.

Design a more 'realistic' form of visicn.

Irplement the spatial planner. In particular, extensive
experimentation with the L-shaped ckject rprcblen is

required.

Froblems related to the cskeleton.

Inplement skeleton algorithms that use 16-connected cells
rather than 8-ccnnected cells, and compare ‘their
performance with the algerithm for 8-ccnnected netwcrks
and with true Fuclidean skeletons.

Extend the skeletcn algorithms to apply to three

VIsSummary, conclusicn, and future work
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dimensicns. The short definiticn of the 3D skeleton is
"the locus of the centre of maximal =pheres®, and in
general the 3D skeleton is a surface nct a line. It may,
however, bhe of scme use in planning the movement of

objects in three dimensioans.

VIsSummary, conclusicn, and future work
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APPENDICES

A.]1 TABLETOP user's manual

Bun LISE, then type the following to bring up the TABLETOP
system:

{DISKIN BESR1:BASIC RSR1:SEW#LISP RSR1:ENVIRONMERT#5 COBU4:SEW#CH)
(OBSENSE)

A snapshot of the envircnment is then displayed on the screen,
and the bug can now be controlled by a small rumier of ccmmands.
After each ccnmmand is given the retinal impression and tactile
impression of Otak are displayed.

In the fcllowing ccmrmaands, "distance" is a pecsitive or
negative numter with a decimal pcint. grientaticn®" is a
comrass directicn (one of N,NE,E,SE,S,SW,¥W,NW) or a positive or
negative numkber with a decimal pcint. A zerc numker means
north, a positive number means an angle measured clockwise fronm
north, and a negative number means an angle meascred
anti-clockwise from north. ™radians" is a pcsitive or negative
number, or one of the angles PI or PI/2. "degrees" is a
Fositive or negative nusber. Fcr both "radians"™ and "degrees",

a pcsitive number means a clcckwise turn and a negative nuamber
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means an arti-clcckwise turn.

(SLIDE distance orientation) The bug mcves approximately
"distance" units in the directicn "orientaticmn".

(BOLD) if the bug is immediately adjacent to a movable okject
then after this command is executed the bug and the
adjacent object are cemented together and wove as
one rigid object. The PUSHTO and TUEN comrands must
novw ke used.

(LETGO) Undoes the effect of HOLD. After this command thke bug
can mnmove freely again, by means of the SLIDE
ccmmand.

(FUSHTO distance orientation) The bug and the object held nmove
as cone rigid unit approximately "distance” units in
the approximate direction "oriemtation",

(TUEN radians) The bug and the object held turn as cne rigid
unit thrcugh an angle <¢f apprcximately "radians"
radians.

(TUEND degrees) The bug and the object held turm as one rigid
unit through am angle of apprcximate%j "degrees"
degrees.

(WOBLD integer) This sets up a new envircnment for the bug.
"integer" must lie Letween 0 ard 8. These are
predefined envircnments; there are also facilities
for setting up an envircnment directly using the
functions START-SRW, CREATE~-OBJECT, and PUTPUSHER.

Examples of their calling sequences can be found in
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BSR1:ENVIRON#S.
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A.2 A copbinatorial lemma

A c¢square 1is defined as a square with eight lccaticns on
it, cne at each ccrner ard cne at the midpoint of each side.
Each 1location may be occupied or vacant. Thus the set S of all
csguares contains 298=256 memkers. Now consider the grocup G of
rctaticns and reflecticns ¢f a sguare into itself. G has eight
elements, consisting of the identity, three rotations, and four
reflections. Each element of G acts as a permutaticn cf the set
S. Two elements cf s1, s2 of S are equivalent if there is a
group element g such that gsl=s2. This 1is an equivalencse
relation that divides S into a numker of equivalence classes.
Lemma. The number of equivalence classes ¢f csquares under the
grhup G cf rotations and reflections of a csquare is 51.

Eroof. Ey Burnside's lemma (see for €example, [ de
Bruijn,1964,p. 150]) the number of equivalence classes 1is given
by

17161 psi(g)

where |G] denotes the numter of elements of G, and, for each g,
psi (g) denotes the nunber of elements of £ tkat are invariant
under g, that is, the numrber cf s€S for which gs=s.

For the group G of reflecticns and rotaticns of a square,
|6)=8. G={1,51,R2,B3,RE1,BR2,ER83,BGE4) where I is the identity,
Bi,i=1,2,3 are the <tctaticns, and RRj,j=1,2,3,4 are the

reflections. Then one has psi (I)=256; gsi(R1)=psi (R3)=4;
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bsi(n2)=16; psi (RR1)=psi (ER2)=psi (RR3)=psi (BE4)=32.  Thus the
nunber of equivalence classes is

1/8(256+4+16+4+4%32Y=408/8=51. (QED.,
Cne representative from each equivalence class is shown in

figure 22.1. .
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Let a §;£gg§;gg be an arrangerent of squares cn the WHISPER
array and let a rotation ke an ordered pair {centre of rotation,
angle of rotation}. A rotation transforms a situation d4into a
new situation. This is defined precisely as fcllows. Suppcse a
rotaticn rtho={C,alphaj} is used toc rotate situation SIT?1 into a
new situation SIT2. Tte transfcrmaticn 1is carried out Ly
rctating each square Q in SIT?1 independently. The image =sguare
B of Q after rotation rho is computed by the following method.
Let P be the centrepoint of square Q. Now with centre ¢ and
radius CPF, rotate P by amount alrha to a new position PB?' and
deterwine which square cf the array contains E'. This is R, the
image =square of Q under rho. Note that the distance between R
and F' may have any value up tc root2/Z. The transfcrned
situation SIT2 consists of the set c¢f all image squares under
rho.

The simplest examples illustrating why the depicticn cf an
object on the array disintegrates are shown ir figure A3.1 .
Note that the distance Lbetween the centres cf two edge-adjacent
squares is one whereas the distance between the centres of two
diagcnally corner—adjacent squares is root2. Thus the centres
of twc edge-adjacent squares, when rotated by 45°, can map into
the same square. This is a pmerge of twc squares into one.

Similarly, the centres of two corner-adjacent squares can map
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into two pnon-edge—adjacent squares in a row., This is a split
betveen two previously adjacent squares. Giver ar initial
situation and a sequence of rotations, the final situwation is
the situaticn arising after all the rotations of the sequence
have been applied in succession to the initial situaticn. Let
the centre-line o¢f two squares be the 1line Jjoining their
centres. Let a n-sguare situation ke a situaticn with exactly n

squares. Then the fcllcwing lemmas hold.

Merge lemma. For any twc-sgquare situvation there is a seguenca
of rotations =such that the £final situaticn is a cne-sguare

sitvaticn.

Split lemma. For any twe-square situmation and arbitrarily large
pumber X, there is a sequence of rotations such that the final
sitvation is a two-square situation and the distance kbetween the

centres c¢f the squares is at least X.

Three further lemmas are needed to prove the split/merge lenmzas.

Staggered rctaticn lemm

——

(4]

. In a two-square situation let the

I

centre-line of the two squares lie at scme angle between the
horizontal and 459, Let the horizontal distance ketween their
centres be n. Then two sequences cf rotaticns can ke fcund,
each of which keeps the horizontal distance Lketween the certres

cof the squares equal to n. One has property (a) and one bhas



property {b) in the corresponding final situations.
{a) The centre-line cf the two squares is horizomntal.
{b) The centre-line of the tvo squares makes an angle of 459

with the horizontal.

The staggered rotation lemma essentially says that if two
squares have a U45° centre 1line and are separated by n
intermediate squares {(n>0), thenm they can Lte rotated in a
staggered fashion so that they have a horizcntal centre line Lut
are still separated by exactly n intermediate squares; and
ccnversely. To be more precise, suppose that in a two-square
situation the coordinates of one square relative to the <cther

are (ix,iy). Then the axis distance between the squares is

m = Max({lix|,liyly;- The staggered rotation lemma then says that
any two-square situaticn can be transformed into any other in

which the axis distance Ltetween the squares is the same.

Shrinking lemma. Given a two-square situation with axis
distance n between the squares, and suppose
(m - 1)*root2 < n < m*root2

hclds for some integer 2 > n. Then there exists a sequence cf
rotations such that in the final =situation the axis distance
between the squares is m.
(Exrcof: cne 459 rotation plus cne staggered rotaticn.)

The proof of the merge lemma now fcllcws by alternate

applicaticns cf the shrinking lemma and the staggered rotation
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lemma.
Expanding lenma. Given a two—-sguare situation with axis

distance m Letween the sguares, and suppose
n - 1/2 < p*root2 < n + 1/2

hclds for some integer n > m. Then there exists a sequence of
rotations such that in the final situaticn the axis distance
between the squares is n.
(Frcof: one staggered rotaticn plus cne 45° rctaticmn.)

The proof of the split lemma now fclleocws Lty alternate
applications of the expanding lemwma and tte staggered rotation

lemma., Successive applications of the merge 1lemma frove the

fcllow¥ing
Ccllapsing theorem. Given any initial situaticn there is a

sequence of rctations such that +the £final situation contains:

cnly cne sgquare,

Conversely, the questicn is whether the =plit lemma can ke

generalized to multisquare situations. The answer is yes.

Spreading theorem. Given any situation with £ squares and given
an arbitrarily large nusker X, there is a sequence of rgtations
such that in the final situation there are still S squares and
the distance between any two squares is at least X.

Procf (outline). Pick a pair of squares with wminimum axis



257

distance and take the centre of one of these as the centre of
rctaticn for all fcllcwing rctaticns. First jiggle each square
in turn until all the squares lie on eithker of the two diagcnal
lines through the centre cf rctaticn. Nc merges must be allowed
te occur in this jiggling. An individual square can always be
moved without moving any other squares, by picking a centre of
rotation closer to that square than any cther. In particular,
*ccmpact' sets of squares, as would occur in the original
depiction of an okject, can be split up withcut any merges. Now
rotate 459 =o that the diagonal lires are in the
hcrizontal/vertical position, then carefully stagger kack to the
diagcnal position. The 45° rctaticn does the splitting, the
staggering regains the standard positicnp. Repeat this until

sufficient spreading has cccurred.

The collapsing and srreading theorems are enough to show

that Funt's object rotation schkeme cannot wcrk.
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