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ABSTRACT 

This paper presents, using ql.leuing theory and optimization techniques, 

a methodology for estimating the optimal capacities and speeds of the memory 

levels in a computer system memory hierarchy operating in the multiprogrammed 

environment. Optimality is with respect to mean system response time under a 

fixed cost constraint. It is assumed that the number of levels in the bier-

archy as well as the capacity of the lowest level are known. The effect of the 

storage management strategy is characterized by the hit ratio functio1:1 which, 

together with the device technology cost functions are- assumed to be repre­

sentable by power functions. It is shown that as the arrival rate of processes 

and/or the number of active processes in the system increase, the optimal 

solution deviates considerably from that under a uniprogrammed environment. 
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I. INTRODUCTION 

The optimization of memory hierarchies is recognized as an important 

research area and has been attacked from several directions. Various solutions 

optimal under certain constraints have been obtained [1]-[5]. Ramamoort.hy and 

Chandy [1] have obtained the size and type of each memory level by minimizing 

the average access time of an information block in a program for a given cost 

constraint. The concept is then extended to a general case in multiprogramming. 

The approach presupposes the knowledge of the frequency of access for each infor­

mation block. MacDonald and Sigworth [3] have dealt with various combinations 

of optimization criteria such as fixed cost constraint, fixed and variable page 

size etc .• They too assume knowledge of the storage address sequence and have 

used its statistical properties extensively in their work. The objective func­

tion to be minimized is average access time or a function of it. Chow [2] has 

very nicely applied geometric programming to obtain not only the optimal size 

and speed of each memory level, but also the optimal number of levels for a 

given cost constraint. There it is assumed that storage m~nagement ~trategy 

is characterized by a hit-ratio function. Furthermore, the hit-ratio function 

and device technology cost function are taken as.'Qower functions of. the capacity 

and access time respectively of each level of memory. Chow's analysis is 

restricted to uniprogrammed systems. Welch [4] gives a very simple and 

straightforward analysis of memory hierarchy for speed-cost trade-off with 

the assumption that the size and access probability of each level of memory are 

known and fixed. Rege [8] uses a simple two-server queuing network model to 

analyze the cost-performance trade-off by using different sizes and speeds at 

different memory levels. There is no optimization study. 
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- - · -·· All previous work in optimization use the mean memory access time as 

objective function for minimization and with the exception of [l], deal only 

with the uniprogrammed environment where only one process is active at any time 

and the processor simply hangs up when a request is made to any memory level. 

It is not clear that in a multiprogramming environment, where a process may be 

blocked while it is referencing information in certain memory level that mini­

mizing the average memory access time is meaningful. In this paper we have 

combined performance evaluation techniques with optimization methods to extend 

the analysis of Chow [2J to cover multiprogrammed systems. 1 Mean response time 

is chosen as the objective function. With the number of memory levels fixed 

and the capacity of the lowest level known, we obtain from queuing theory an 

expression for mean system response time in terms of the capacity and speed of 

each memory level. The optimal expression of memory sizes and speeds are then 

obtained using the Lagrangi~n function under a cost constraint. 

Notice that in the uniprogramming environment, 

Average response time= c1 * Average access time of the 

memory hierarchy+ c 2 

where c1 = average number of accesses to the memory 

hierarchy per interaction 

and c
2 

== mean CPU time demand of the process per interaction 

c1 and c2 are constants for a given process. Hence average response 

time and average memory hierarchy access time are equivalent objective func­

tions in the uniprogramming environment. 

1 The term response time may be interpreted as request completion time in this 
paper. 
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II. SYSTEM DESCRIPTION, ASSUMPTIONS AND NOTATIONS 

The memory hierarchy consists of N levels, M1 , M2 , ••• ,~'where N is 

known and fixed. Generally, the higher the level (i.e., the smaller the index) 

the smaller is the capacity, the faster its speed and the more expensive ie its 

unit cost. It is assumed that information present in any level is also present 

in all subsequent lower levels. In the case of a uniprogranuned system, whenever 

the needed information is not found in the highest level M1 , a request is made 

to each of the lower level successively until it is found in a level M
1

, 

i = 2, •.. , N. The processor is held waiting all the time until the information 

is retrieved from Mi. As i increases, the time required to feteh the informa­

tion goes up. When i exceeds a certain value, it becomes uneconomical to keep 

the processor idle while the information is being retrieved from Mi' particularly 

when there are other processes waiting for the processor. Thus in the case of 

multiprogranuning, we have two types of memory - A and B. While the processor 

waits for access to type A memory, it does not do so for access to type B 

memory, but releases the current process and takes the next process ready to 

run if one exists. It is therefore possible for several requests to queue up 

at a type B memory level but there is at most one request at anyone time for a 

type A memory · level. The model, of such a- system- f's · shown-- in Figure 'l where 

n
1 

and n2 are the number of type A and type B memory levels respectively. 

Xi' i = 1, 2, ... , N (N = n1 + n2 = a known constant) is the capacity of memory 

level Mi in the hierarchy. ~ is assumed to be known. In addition,in con­

sistent with Chow's [1] terminology, we define the following: 

yi, i = 1, 2, .•. , N is the mean transfer time of a unit of 

information from level M. to M. 1 (this does not include the 
1 1-

queue wait time for type B memory levels) and y1 is simply the 

mean access time of the fastest memory. 
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FIGURE 1: STORAGE HIERARCHY IN A MULTIPROGRAMMED SYSTEM 



H(x) is the probability of. fipding the requested informat.!on in a memory 

level with capacity x. 

The hit:--rat;i.Q functicm pi (1, i,, the pt'c;iba.bility gf 111u~eealful1y 

retri~vini th@. need@d info.r~ation tram lov@l M1) it ther@for@ siven by tho 

diffEn·ence in th~ ptaba'f>:Uity e>f f;l;nding th@ 1nfoTinfttian in M1 but not· in M;1. .. :J_' 

pi= tt(x1) ~ R(x1• 1) , 

i • 1, 2, .,., N~ R(x0) ~ 0 (l) 

?;he miasing rat.ie> ,c~, is ,simply 1 "" H(x) ~md ii fl(fBumed to lu!l t pow~l' titnetton 

Qf eapae.ity x i,,nd po11it;J.ve eonateu,u K
1 

and. ci., d~fin~d aa 

(2) 

time y to. the nex;t h:tghef lev"l) ill flJsum~ to take th~ to-rm 

(3) 

where e and K
2 

are positive com1tants. W:lth.Q.ut loss of generality 1 we ta.l<e 

K1 = 1½ = 1, i.e., equa,tiona (2) a.~d (3) 1:>ecowe 

F(x) (2 I) 

and (3') 

l 
This means that K/1 b the unit fc;,r it,;n:··age capacity and 1<z :f.a th¢ unit for 

cost. Empirical data have shown that equat:io~~ (Z) and (3) ai;-e good approxima­

tions (se~ [21, (4)). 
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III. QUEUING MODEL 

The queuing model of the system described in the previous section is 

shown in Figure 2. 

FIGURE 2: QUEUING NETWORK MODEL A OF SYSTEM 
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where w is the mean rate of arrival of tasks (or requests in an interactive 

environment) to the system and is assumed to have an exponential distribution. 

q1 , q2 , •.• , qn are the probabilities of referencing memory levels M1 , M
2

, ,.1, 
1 

M respectively and p1 , p2 , ... , p are the probabilities of referencing 
nl n2 

memory levels Mn
1
+l' .•. , Mn

1
+n

2 
respectively. The probability of exit ' (i.e,, 

termination of task or completion of a request) is p. 

Define 
nl 

Q ~ r qi , 
f=l 

n2 
p ICI r pi+ p 

i=-1 

then clearly, p + Q = 1 

For type A memory, the mean effective hierarchy access time t 1 to level 

Mi(i S: N1) is the sum of the mean individual transfer time between two con­

secutive levels from M1 up to Mi 

- oil! . .... 
.:. . .,. . ~" .\ 

•. - . 

i.e.' 

In_. the case of type B memory the· mean.. transfer- t.imes-y. 's are· taken· as the in--
. 1 

verse of the service rates of the memory levels. Furtherm<>re, it is assumed 

that the service rates are exponentially distributed with mean 1/y., 
l. 

i = n1 + 1, ••• , 111 + n2 • The- mean effective hierarchy access time of type B 

memory levels are not so easily obtained because of possible queuing of re­

quests at these levels. Furthermore,. since a process may be blocked while 

accessing these levels it is more reasonable to use mean response time (or 

mean request completion. time) as the criteria of optimization. To do so, we 

first transform the model in Figure 2 to the model in Figure 3. It is easy 
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to· show;-using first principles in queuing theory that the t,wo .models are 

equivalent with respect to the objectiy~ func;:f:ol!~. _ 
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FIGURE 3: QUEUING NETWORK MODEL B OF SYSTEM 
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where p~ = p/P and the mean service time of centre c0 is 

µ' ,., p K 

nl 
with 1/K • r 4/l.11 

i•l 

µ = 
i 1/Ti i • 1, 2, ' ' . ' nl (4) 

taking w + wI, WI' w2, ••• , wn
2 

to be the arrival rates of centres e0, c1; •.. , 

en respectively, the 111ean response time of this networ~ ii given by [6] 
2 

- 1 R=­w 

== 

1 ... 

nl 
-a l xi-1 Yi 

i•l 
n 
rl µ -a 

xi-1 Yi 
i=l 

nl+n2 -a -x Yi 
+ r i 

-~ i•n1+1 1 - µ xi Y1 

whereµ= w/p (see Appendix 1 for details of derivation). 

IV. OPTIMIZATION 

Since the technology cost per unit information is given by 

(5) 

(5') 

the system cost with st.orage sizes x1 , x2 , ••• , xN for levels M1, M2 , ••. , ~ 

with average transfer time·s yl' y 2 , ••• , ·y,N respectively, i .s given by 

(6) 
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Given N, ~, and that the memory system cost is not to exceed s0 , the optimi- ' 

zation problem becomes: 

nl 
- a I xi-1 Yi nl+n2 -a 

Min i=l. + r xi-1 Yi 
r1 -ex -a. i=nl+l 1 - µ xi-1 Yi 1 - r lJ xi- 1 Yi 

i =l. 

s.t. 

i=l,2, ••• ,N (7) 

The problem (7) will have a solution only in the region where 

and -a 
µ xi-1 Y1 < 1 

This restriction meets one of the assumptions made while calculating equilib­

rium state probability, that the traffic intensity has to be strictly less 

than, one [6] •. 

Now by multiplying 

1 + n
2 

to it, the problem 

Min 

l -

s.t. 

the objective function 

(7) reduces to 

1 + 
nl 
I -ex 

µ xi-1 Yi 
i=l 

N -S l xi Y1 ~ 1 
i=l 

nl+n2 

r 
i=n 1 

byµ (a constant) and adding 

1 
-a 

1 - µ xi-1 Yi 

(8) 
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The natural constraints xi> 0 and y1 > 0 can be ignored in the calculation 

by looking at a solution only in the positive region. of x arid y. 

Introducing new variables r
0 

and ri's such that 

and 

r < 1 -0 

The problem (8) is equivalent to 

and 

-a 
ri ~ 1 - µ xi-1 Yi -nl 

N -f3 r xi y i < i . 
i=l 

(9) 

We will use the standard Lagrange multiplier method together with 

geometric programming techniques to· solve- problem (9). The La.grangian func­

tion for problem (9) is: 

A i-n 1 

(10) 
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- -Different:i:-a-ting with respect to R, X, Y and A respecting and equating to zero, 

we obtain, 

aF (-1) - 1 
0 aro = ro + Xoro = 

aF (-1) -1 
0 -= ri + Airi = 

ari 
i = 1, 2, ..• , n2 

-ex X' -S 
(-a)µ AO xi Yi+ s

0 
xi-1 yi-1 = O i = 1, 2, ..• , n1 

-a X' -S 
(-ex)µ Ai-n xi-1 Yi+ S xi-1 Yi-1 = O 

1 0 

i = 1, 2, .•. , n1 

aF nl -ex 
-ax= ro + l µ xi-1 Yi - 1 = 0 

0 i=l · 

aF 1 N -13 
ax'= s l xi Yi - 1 = 0 

0 1 

Define 

-i 
cSO = rO 

-1 
cSi = ri i = 1, 2, ... , n2 

i = 1, 2, 

i = n +l, 

(11) 

(12) 

(13) 

(15) 

(16) 

(17) 

(18) 

(19) 

(20) 

(21) 

(22) 

(24) 

( 

... 
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i = 1, 2 , •.• , n
2 

Now clearly, 

(normality) 

(11) ~ (;:-1) i50 + i520 = 0 

(12) ~ (-1) i51 + i52i = 0 

(13) & (14) ==> (-a) c5li + i53i-l = 0 

i = 1, 2, ..• , n2 

(15) & (16) --+ 

Solving (28), (31) and (32) simultaneously, we obtain 

af3 - 1 
N 

(al3) - 1 

(25) 

(26) 

(27) 

(28) 

(29) 

(30) 

(31) 

(32) 

(33) 

Now in order to obtain optimal values· for xi's and y1
1 s we first obtain values 

for fO and >,.
1

' s • 

Raising (23) and (24) to the power c511 and (27) to the power 031 for 

i = 1, 2, •.. , n1 + n2 respectively, and then multiplying we obtain 

0 l+n2 

I iSH 
(fo) 1 • C (34) 
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where 

b = i cS ln1+i ' 
i = 1, 2, .•• , n2 

C = µ(__!_//f3 
nl+n2 0 cS 

• X • TI (_!__) li (_!_) 3i as0 N i=l 01i 03i 

from (17), (21), (23), (25) and (29) 

(,35) 

and from (18), (22), (24), (26) and (30) 

(36) 

Substituting (35) and (36) into (34) ... . . 

(37) 

o* Suqstituting the value off . in (~5) and (36) we obtain values for the Ai's. 

From equations (23), (24), (27), (31), and (32), with some algebraic 

manipulation, we obtain the following expression for optimal xi's and y1 's 

). 



where 

l-a1 

+ (1-a) 

i 
1-a + --1-a 

a= a.13 

L - M 
N (1-a) 

i-n 1 
+ I 

j=0 

K = -(13 + 1) log a 

hi= 13(1og Ai - log Ai+l) 

n2-1 

L = I hi 
i=0 

n2-1 

M = l 
i=0 

Also- from (27) and (33)~ we have 
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i-j 
h. a 

J 

i = 1, 2, ... , n1_1 (38a) 

i = (38b) 

Hence knowing all x1 's, all y1 's can be found from equation (39). In the case of 

uniprogramming, µ = 0, all A1 's are equal and therefore hi= L = M = 0. Equa­

tions (38a) and (38b) then reduce to 

5 i J i = i (1- a )N • K + 1- a 
1-a - N N 

(1-a)(l-a ) 1-a 
i = 1, 2, ... , N (40) 
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This is the same result obtained by Chow [2]. The following example illustrates 

how the optimal solutions for a multiprogrammed environment approach the ones 

for a uniprogrammed environment asµ tends to zero. 

Example 

For the case N = 4, nl = n2 = 2, and a = B = 1, the expression for 

optimal x. 's are 
l. 

1/4 AO 1/2 
xl = X4 (-) 

Al 

, 1/2 AO 2 
x2 = X4 (- ) 

Al 

3/4 A0 5/2 
X3 = :x'.4 (-) ~'i 

Taking x4 = 108 and s0 = 4 * 1010 , (actual units depend upon the normali­

zation factors used in Equations (2) and (3)) the values of xi's are given in 

Table 1 for different values ofµ. 

Table 1 

Optimal storage size for N = 4, x4 = 108 , s0 = B = 1 

µ xl x2 X3 

;_100 100.08 10031 1003905 

·.1000 100. 77 10313 1039305 

10000 107,24 13224 1418069 

0 100 10000 1000000 
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J;he y_al_u_es of x' s for µ = 0 are the ones obtained by Chow for a uniprograrnmed 

system (the values are obtained using equation (40)). We observe that there is 

a significant difference whenµ(~ w/p) is large (i.e., when the arrival rate of 

requests is large and/or the exit probability of a process is small which im­

plies a large number of active processes competing for limited systems resources 

simultaneously). Also from Equations (38a), (38b) and (39), the ratio between 

the sizes and speeds of successive memory levels of the same type are constant, 

as observed by Chow and reported in [9]. 

CONCLUSION 

We have presented a methodology for estimating the optimal capacities 

and speeds of the memory levels in a memory hierarchy operating in the multi­

programmed environment. Optimality is with respect to mean system response 

time under a fixed cost constraint. Mean response time is the single perform­

ance parameter most important to users of interactive systems which are 

invariably multiprogrammed. It is therefore more meaningful in such an 

environment to use mean response time rather than mean memory access time as 

the criterion for optimization. Queuing theory allows us to analyze multi­

programmed _ systems. and global performance indices- such as mean- response time­

while optimization techniques enable .us to compute the optimal values. This 

model can be further refined by relaxing certain assumptions made in this 

paper at the expense of mathematical tractability. For example by assuming 

a to be constant for all jobs (or requests), we are assuming that they have 

similar memory access characteristics. This assumption can be removed by 

k . h h' . f . h · th · b · l · th ta 1ng a .. as t e 1t-rat10 constant or t e 1 JO int 1e J memory 
1] 

level. 
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Since an explicit closed form solution for fO does not seem to exist, 

we are unable to obtain optimal values for n1 and n2 as has been done by Chow 

[2] for uniprogrammed systems. 
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Appendix 1 

The arrival rates for service centres are 

w = (w + w1) p' 
n2 n2 

w = (w + w
1

) p' w 
n2-l 0 2-1 + n2 

= (w + w
1

) (p' + p' ) 
0 2-1 n2 

n2 

= (w + w
1

) I p~ (Al.1) 
j=i J 

n2 

= (w + w1 ) I p! 
j=l J 

Let p! 
J 

and 

Q' = 1 - P' , 

then 

Now (Al. 2) 

(Al.3) 



-·-b·ecause Q' = 1 - p' 

n2 
= 1 r p' 

1 j 

= 1 1 
n2 

er pj) p 
1 

1 
= 1 - - [P - p] p 

= .E. 
p 

From Equation (1) 

(taking H(xN) = 1) 

= 1 - H(xi-l) 

,... 21 -

substituting in (Al.3) we get 

where 

w -Cl. 
w. = - x. l 

1 p 1-

-Cl. 
= µ x. 1 1-

w µ=­
p 

u = 

(Al.4) 
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Also 

substituting q. = H(x.) - H(x. 1) 
1 1 1-

and 

we have 

(Al.5) 

Substituting (Al.4) and (Al.5) into Equation (5) we obtain Equation (5'). 


