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The use of an analogue as an aid to a proble ■ solving 
program is investigated. A working syste m, the advantages of 
the analogue it uses, the mechanisms required, and the 
interaction with other forms of knowledge are described. 

The proqtam, iBISPER, uses a diagram toqether with 
procedures for modifying it, as an analogue of a situation 
involving a stack of arbitrarily shaped rigid bodies. It 
deter ■ines a stack's stability ana predicts th~ motions of anv 
unstable object by examining the situation's diagram. The 
analogue is particularly valuable in detecting discontinuities 
in an object's motion. For example, collisions with other 
objects or cliffs an object might slide over can be •seen• in 
the diagra ■ rather than having to be inferred from a 
description of the situation. 

WHISPER uses a simulat ed parallel processing •retina• to 
look at the diagram which is encoded in a two-dimensional 
array. lt consists of a fixed number of proce ssors operating 
in parallel and co municating only with their i ■ ~ediate 
neighbours. iHISPER's retina resembles the human retina in 
some respects. Its resolution decreases aiay from its center. 
It can be moved to fixate on different sections of a diagram. 

A set of domain independent featur es are extracted from 
liHISPER's diagrams by pro,cedures, called perceptual primitives, 
which execute on the parallel precessing r - tina. Example 
features are: symmetry of an obiect, similarity of two obie cts, 
and contacts of an object with other objec~s. In addition to 
these primitives, the retina can be used to •visualize• the 
rotation of an object without haviTig to move it dire ctly in the 
diagra11. 

The advantages of analogues are classified in t e rms cf two 
categories according to whether a correspondence exis ts betwee , 
the behaviour of tbe analogue and the behaviour of the externa 
situation, or whether a correspondence etists between t he 
static configurations of the analogue and those of the exte rn a l 
situation. Some reasons for the effectiveness of analogues a 1 ~ 
presented. 
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Conceptually simple problems should be answered with 

conceptually simple solutions. 

Artificial Intelligence systems; 

methods are more successfully 

than to ones children can solve.1 

These rarely are obtai~ed by 

paradoxically, the fi€ld•s 

applied to difficult problems 

one major advantage that 

children ·have in comparison to froblem solving systems is their 

sensory access to the external wcrld. They benefit from 

experimenting with the environment. It is easi~r to observe 

the effects of a change, than to infer them from a description 

of the environment and a knowledge of its physical laws. 

Similarly, when direct interaction with a situation is 

impossible, it is easier to predict the outcome of a proposed 

change ty cbserving the outcome of an analcgcus chanqe made to 

an analogous situation. Diagrams, maps, scale models, and 

co ■ puter simulations are analoques which people routinely use 

as an aid in reasoning. This paper explores analogues: how 

they are incorporated into a problEm solving system, the way 

the entire system is thereby simplified, and the solutions they 

enable the system to discover. 

Problem solving progresses 

levels. Polya 2 has identified 

simultaneouEly 

four which he 

on several 

terms: the 
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•heuristic level', the •mathematical level', the •relational 

level', and the 1 imag€ level•. The first three can be related 

to current Artificial Intelligence approaches: (i) The 

'heuristic level' .corresponds 

At each stage in the search for 

to the goal-oriented approach. 

a solution the aim is to 

accomplish a relevant goal or sub-goal. (ii) Th~ •mathematical 

level' corresponds to the currently invoked ~quation, 

assertion, or procedure. (iii) The •relational level' 

corresponds to the complet€ tree of the search space, the 

branches which have alrEady been explored, and the tranch 

currently being investigated. Thus, three of these levels have 

counterparts in problem solving systems. It is the 'image 

level' which has thus far been ignored. "On the uppermost 

level, the l .. !~.<.rn 1.§.!~.!, we Sf2e th~ evollltion of the 

investigated geometric figure in the ~robl~m solver's mind. At 

~ach stage, the problem solver has a mental picture of the 

geometric figure he explores, but this Ficture changes in 

transiticn to the next stage; scme details may rBced~ intc the 

background, other dBtails come to cur attention, new details 

are added. 113 If a diagram is admitted as lllell as a •mental 

picture•, then analogues ccrresFond to this level. The major 

questions are: Why and in what ways is the imaqe level Ufeful? 

How is it used? What mechanisms are required to make use of 

it? How does it interact with the other levels? 

WHISPER, a computer program, demonstrates the advantage 

and feasibility of using analogues in reasoninq. It makes 
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hypotheses and draws conclusions based on the state of the 

diagram. There is continual intetaction between WHISPEB 1 s 

knowledge of the problem domain and the diagram as the solution 

progresses. WHISPER can 'look• at the diagram, making changes 

and modifications to it as the action unfolds. 

WHISPER's task is to determine the stability of a stack of 

objects, and to predict what happens if it is unstable. 

Figure I-1 depicts a typical configuration of objects. 

WHISPER, using a diagram of this situation, determines that 

object B 'hangs over too far•, and will fall. It then 

envisions B's toppling moticn and fotesees its collision with 

o. The diagram is then updated reflecting the resulting 

situation (figure I-2). This is the first in a sequence of 

•snapshots•, each portraying a new event in the collapse cf the 

original structure. WHISPEB sees from the diagram of this new 

situation that B upsets the balance of Don c, envisions the 

rotation of D until it hits the tatle, ana creates a new 

diagram (corresponding to the situation of figure I-3). The 

causal connection between Band Dis found through the diagram, 

not though logical inference about the shapes, positions, or 

objects' loci of motion. With nothing to support B, it 

continues falling until it hits D again (figure I-4). The 

three •snapshot• diagrams (figures I-2 through I-4) constitute 

WHISPEB's description of the solution. 

The overall structure and organization of the WHISPER 

system is shown in figure I-5; its essential components are: 
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the qualitative physical knovledg&, the retina, the redrawing 

transfor■ation procedures, ~nd the diagram. The qualitative 

physical knowledge is the do■ ain dependent part of the syste ■, 

consisting of •specialist• procedures expressing ele ■ents of 

the behaviour of rigid bodies when acted upon by gravity. The 

retina is a specially structured parallel processo~ which 

'looks• at . the diagra ■s. It follows instructions from the 

qualitative physical knowledge •specialists•. Changes are made 

to the diagra■ by the redrawing transformations. They also are 

under the command of the qualitative knowledge specialists. 

The diagra ■ functions as the system's chief representation of 

the proble1 situation. Together the diagram and redravinq 

transfor■ations which modify it are an analogue (dotted box) of 

VHISPEB's proble■ situations. The interaction with the 

analogue is by experimentation. 

Knowledge of physics is represented procedurally, each 

specialist encapsulating a qualitative piece of knowledge such 

as: 'If the center of gravity of an object does not have 

supports to both its left and right, then it hangs ove~ too 

far•, or 'If an object h~nqs over too far, then it will topple, 

rotating about the nearest support point to the ceriter of 

gravity•. The qualitative physical knowledge is the top level 

of the WBISP!B syste ■ • . In contrast to Fahlman•s• BUILD system, 

WHISPER's understanding of Physics is clcser to a child's than 

an engineer's. 

When a •specialist• requires information about the state 
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of the world in deciding the applicability of its knowledqe to 

the current situation, it sends a request to the r~tina to 

examine the diagram for the presence of a specific feature. 

The •specialist• interpce~s the feature relative to the current 

domain. Fer example, a •specialist• which ne~ds to knew if 

object X supports object Y, asks the retina to see if Y is 

above X and Y touches X in the diagram. If the qualitative 

knowledge discovers that a chang9 of state, an action, will 

occur in the world, then it calls the redrawing tcansfoxmation 

to modify the diagram to reflect the ~ffects of this action. 

The purpose of the retina is to extract information from 

the diagram in response ~o queries from the qualitative 

physical knowledqe specialists. Its cole parallels the human 

€ye and its early perceptual ~recessing staqes. The r~tina is 

basically a parallel processor, and a~gorithms, called 

£~~~2.i!!s! 2tl.m.i!ill§, have been designed to execute on it. 

Due to parallelism, their execution tim@s are of the same order 

of magnitude as mor~ conventional op~rations. Each perceptual 

primitiv€ determines whether a particular feature exists in the 

diagram as seen from the current location of the retina. 

The diagram the retina 'looks' at is the pattern formed by 

values in a two-dimensional array. The combination of 

WHISPER's retina and array diagrams parallels human use of 

diagrams represented on paper, not human visual imagery. Paper 

is simulated by the array. The diagram of the scene of 

figure I-1 which WHISPER uses is shown in figure 11-1. A 
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problem is stated to iHISPER as a diagram of this type. They 

are constructed so that obiEcts• shapes and positions are 

represented by corresponding shapes and positions in the 

diagram. The diagram allows WHISPEB to work with both convex 

and concave irregularly shaped objects without added 

difficulty. For easy recognition, each object is shaded a 

different colour, and contours of objects are shaded a colour 

related to the colour of their interiors. 

The combination of the diagram and transformations applied 

to it is an analogue of a situation involving a stack of 

physical objects. An analogy exists both between the static 

states of the diagram and the static states of the physical 

situation, and between the dynamic behaviour of objects in th~ 

diagram and the behaviour of objects in the world. Clearly, 

the behaviour in the diagram and behaviour in the world are not 

identical. Objects in the diagram do not automatically begin 

to move as do objects in the real world. However, many aspects 

of an object's dynamic behaviour are frcperly portrayed when it 

moves in the diagram. If an object moving in the diagram 

collides with another object, then a collision will also occur 

in the world. If a path is clEar in the diagram, then it is 

also clear in the vcrld. Moving an object also causes its 

support and contact relationships to change. The modified 

diagram automatically 

The side effects of 

diagram. This results 

reflects these changed relationships. 

an action can be simply observed in the 

from the representation of spatial 
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relationships in the ~orld by analogous spatial relationships 

in the aiagram, and the representation of action in the world 

by analogous action in the diagram. 
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To the machine, there is no sharp distinction betveen a 

diagram represented externally on a piece of paper and a 

diagram represented internally as a two-dimensional array. 

such a distinction is dependent upon a central question: Where 

does the computer end and the rest of the world begin? What is 

external to the machine and what is internal? To understand 

that therB is no straightforward answer, consider the example 

of a movable head disk drive. It is generally considered that 

the information stored on the disk is internal to the machine. 

Is this information any more internal than the marks on a piece 

of paper to the human brain when it is scanned by the human 

eye? 

Portability has been the primary consideration in decidinq 

what is and what is not part of the computational· structure of 

a machine or of ourselves as human beings. Roughly, an 

entity's portable computational structure is the minimal part 

of it ~hich must be transported in order that it compute the 

sama results at a new location. For a human the portable 

computational structure consists of his/her body. Whether this 

is the ainimal computational structure is another question; 

certainly we cannot think without a train and enough bodily 

structure to support it. A thouqht process dependent upon 

counting one•s fingers should not be ruled out as invalid: 

peoples• fingers are part of their portable structure. Th~ 
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computational structure of a computer consists of a processor, 

memory, and perhaps an input/output m~chanism. In this 

framework the disk drive is simply considered to b~ a form of 

memory, and an eye to be an input device. Classifyinq th2 

computational structure of a computer in this way is possibly 

too narrow and confining. 

Space, time and mass may also legitimately be considered 

as part of the ~ortable computational structure of a machine, 

becaus€ they are omnipresent. Wherever the machine is moved 

they will be present, so in a sense they are an integral part 

of any machine. To what extent can space, time and mass be 

~xploited computationally? Many of thB advan~aqes of usinq 

analogues derive from using spac8, time and mass directly 

rather than attempting tc mod€! them with symbolic 

descriptions. In particular, with reference to diagrammatic 

analogues, there is no n€ed to model two-dimensional space when 

it can rightfully be considered to be a part of the machine 

itself. The cnly problem is to have a device with which to 

look at and access this space; this is the function of the eye. 

By adding an eye as an extra piece of hardware, the 'hardware• 

of space itself becomes available as a medium for r~presenting 

and manipulating information. This does not obviate the need 

for some other repr~sentation of spatial information; it does 

eliminate the need for a model cf space it.self. An example 

might be in the use of a map to plan a route from one location 

to another. If a map of an area that a person knew well WP.re 
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not available then he likely could construct one frcm memory. 

It seems unlikely that he would have a copy of the map in his 

me ■ory which he then redraws on a piece of paper, but rather 

that he constructs it from a set of assertions describing the 

relevant spatial relationships. The content and structuring of 

this information does not matter for our current purposes. The 

important thing is that he can construct at least a rough 

approximation to a proper map. The two-dimensional topological 

structure of the paper provides a context in which the facts in 

his memory are to be interpreted. Rather than having to have a 

■ odel of two-dimensional space he can use the already available 

space of the paper. A great many more assertions about spatial 

relationships can be extracted from the map than were used in 

constructing it because of the context provided by the paper. 

This and other advantages of such a re-representation are part 

of what WHISPER is interided to demonstrate, and they will be 

discussed in more detail as they arise. For the moment, the 

point is that in W~• i~ yse 9~!9taJ!!§ iii§ !!Q! D§C8§§lU 12 

.!U.2ll j.u..gy g! illil iJ! !~!2.!.l.& therefore, if a gain can be 

■ ade by re-representing the spatial information stored in 

me ■ ory in diagra ■matic form, then this miqht as well be don9 

since two-dimensional space can be considered as a part of the 

hardware of the ■achine. 

The two-dimensional structure of an array is provided 

computationally. It is a function of conventicns for accessinq 

a one-dimensicnal structure, na ■ely linearly ordered computer 
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memory. Since there is no shar~ distinction to be made between 

diagrams stored in arrays and en paper, WHISPER's use of 

diagrams can be considered analogous to human use of diagrams. 

That the diairams are modeled internally is purely a 

convenience in that it was easier tc provide a sof~ware 

simulation of the eye and paper combination than to provide the 

actual hardware. The array WHISPER uses is not tc be 

interpreted as a model for human visual imagery. A proposal 

for using WHISPEF's parallel processing eye without an array, 

and its relationship to imagery is presented in Chapter v. 
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WHISPEE is a working program. It serves as an 

instantiation of the general ideas discussed in subsequent 

sections, and establishes the utility and feasibility of 

incorporating analogues intc problem solving systems. WHISPER 

is not a study in the specialized domain dependent heuristics 

pertaining to a particular class of problem. Many of the 

mechanism~ required in interpreting and modifying analogues in 

WHISPEB's domain will also be required when analogues are 

utilized in systems reasoning on other do ■ains. 

WHISPER's reasoning is entirely qualitative in nature. I 

believe that it is necessary to attain qualitative solutions to 

proble ■ s before attempting quantitative 0r precise solutions. 

A qualitative solution provides a framework on which planning 

for a quantitative solution can be based. DeKleers has 

investigated soffle ways in which this can be accomplished. 

Analogues are particularly important in reducing the conceptual 

complexity involved in obtaining qualitative solutions. The 

effectiveness of analogues in curbing complexity is evidenced 

by the conceptual simplicity of the qualitative kno~ledge of 

Physics which WHISPER employs in solving its problems. 
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Given a stack of physical objects, WHISPER establishes its 

statility or instability, ana the resulting sequence of events 

if it is unstable. A typical example of the configurations 

that WHISPER can handle is shown in figure II-1. The usual 

assumptions about 1 id€al• environments common to introductory 

Physics texts have been made. The objects are perfectly rigid, 

of uniform density and thickness, and hava fricticnless 

surfaces. They are otherwise of arbitrary shape, not 

restricted to cubes, wedges, or other simple polyhedra. One 

further restriction is that the faces of the objects must be 

aligned. Although this gives the problems a basically 

two-dimensional charact~r, it is a well precedented and 

frequently unstated assumption, prevalent in Physics texts and 

other Artificial Intelligence systems. In particular, althouqh 

all the problems handled by Fahlman•s BUILD system are skEtch€d 

as 2-D projections of three-dimensional scenes, they all 

conform to these restrictions and have the same 

two-dimensionality about them. 

Problems are input to the system as an array encoding of a 

two-dimensional cross-sectional view of the scene. The array 

can be generatEd by drawing with a lightpen at a graphics 

terminal. Nonetheless, it is th~ array, not the liqht pen 

coordinates, that forms the final input to the system. 

This class of problem was chcsen because it provides a 
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non-trivial domain in which to demonstrate many of the thoughts 

and ideas I had about the utilization of analcgues in reasoning 

and the advantages which a system incorporating analoques would 

derive from them. 6 These ~deas will be discussed as they arise 

in the description of WHISPER in this chapter, and in more 

general terms in the following chapter. Problems in this 

domain are of interest because they involve action and the 

discovery of causal chains of events. They are everyday, real 

world probl€ms which people learn to solve at an early age, in 

contrast to highly intellectual and formal domains such as 

chess or Mathematics. surprisingly, ~roblems of this sort have 

eluded satisfactory solution by other methcds, one of the main 

reasons teing the presence of the 'frame' problem (discussed in 

section II-7.1), another being the lack of an adequate methcd 

of representing and manipulating s~atial relaticnships. The 

physics is simple enough so that in irplementinq a system one 

is unlikely to become distracted from the main question at 

hand - the utilization cf analoques in reasoning - and bogged 

down in a study of irrelevant aspects of the problem domain. 

Another feature of this domain is that diagrams frovide an 

obvious and commonly used analogue of 'blocks' world 

situations. These problems also prcvide an opportunity to 

study the type of interaction which must take place between 

propositional knowledge of qualitative aspects of Physics and 

the analogue. The analogue is repeatedly examined tc draw 

first ccnclusions, modified to reflect the ramifications of 
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these conclusions, and re-examined to draw further conclusions. 
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I will attempt to put the whole WHISfER system and the 

question of analogues in perspective b~fore qoinq intc greater 

detail. The significait feature of WHISPER is that it uses a 

SW~!!!!iic ~lllogye of the situations it ~easons about in 

addition to a ~es~Ii~ziv~ il.El~~nt~!ig~ of these situations, 

such as that which could he provided by a set of assertions, a 

set of pcocedur~s, or a network. It relies on the analoqy 

between diagrams of these 

themselves, and manipulates 

solving process. 

situaticns and the situations 

the analoque during th~ problem 

In the diagrams which WHISPER USES there ars some simple 

and well-defined correspondEnces or similarities between the 

topological structure of the configurations in the diagram and 

those in the problem domain. Shap~s and positions cf the 

configurations in the diagrams are analogous to the shapes and 

positicns of th€ objects in the real world: the contours in the 

diagram are identical (except for scaling) to the shapes of the 

objects (viewed head-on); and the positions relative to one 

another of the shapes in the diagram and the obiects in the 

wcrld is the same. Of course it is pcssible to create 

non-analogical diagrams, ones for which there is no simpl➔ 

correspondence bet~een the ccnfiguraticns of marks in the 

diagram and the external reality, but thes~ would be of little 

value. 
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There is also a correspondence between the changes which 

occur in the real world and the changes which WHISPEB makes to 

its diagrams. Since the objects in the problem environment are 

rigid bodies, only linear transformations are applied. It is 

because of these correspondences between both the static 

configurations of the diagram and the static physical 

situations, and between the dynamic actions occurring in these 

situations, that the combination cf the diagram and the 

procedures which modify it together constitute an analogue of 

real world situations involvinq stacks of physical objects. To 

distinguish this analogue from diffexent types of analogues of 

other real world situations (e.g. a scale model airplane in a 

wind tunnel) it will be termed a .2.i.a!U~.J!!.!!!a!ic ~.Ds~9.Yh 

The medium in which the marks of the diagram are stored is 

that of values in a two-di~ensional array (presently 101 x 

101). A more common medium is, of course, pencil marks on a 

piece of paper. Each object has a unigue array valu~ for 

points OD its contour and a related value for points in its 

interior. 

For a problem solving system to make effective use of 

diagrammatic analogues it must have a method of examining and 

understanding them and a methcd of altering their 

configurations of marks. Human problem solvers use their eyes 

for the examination of diaqrammatic analogues. WHISPER has 

been endowed with an •eye• also. This •eye• is a software 

simulation of some of the dominant features of the human eye. 
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The simulated eye looks at simulated paper, namely a 

two-dimensional array. 

The software ratina has some of the basic characteristics 

of the human retina. It is movable and can fixate anywhere in 

the diagram; the acuity varies across it with the center havinq 

the highest resolution and the periphery having the lowest; it 

is composed of many •receptors• which operate in parallel; and 

communication b@twesn •receptors• is constrained to ~~§sg~ 

£~i~B £.i.!~~D D~i~~~~ll§~ These features provide a new 

framework, partly a data structure and partly a computational 

structure, in which primitive pErce~tual operations can be 

expressed and implementEd. Although I will u~e the terms •eye• 

and •retina• when discussing this framework, there is no direct 

correspondence between it and any particular physical part of 

the human eye. The analogy holds only with respect to the 

gross organization of some of the preliminary processing stages 

of the human perceptual system. 

Obviously, the problem of extractinq information from 

diagrams is related to the guestions of visual perception. 

However, WHISPER's perception cf dia~rams is simpler than that 

of human perception of real world sce~es because objects in the 

diagrams are •colour• coded, and tecause the objects are 

portrayed in draftsman's two-dimensional views. WHISPER relies 

on a number of primitive percept3 which are provided by 

routines relying on the organization cf the software retina and 

its parallel computational capabiliti~s. Recognition of 
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sym ■etries, similarities, scalings, rotations, and contact 

points between objects are some of the primitive percepts which 

are i ■ ple ■ented. WHISPER's use of diagrammatic analogues 

demonstrates that it is not necessary to solve all the prcblems 

of visual perception before using a perceptually oriented 

system. There are some perceptual operations which are both 

useful to a system such as WHISPER and primitive enough so as 

not to require a more sophisticated understanding of the world 

than that required to solve the problem at hand. 

There must be a ■echanism whereby changes can be made to 

diagrams to reflect the chanqed position cf objects in the real 

world. The only transformations which need be considered in 

the current domain are those of rigid translation and rotation. 

Of course, other non-linear transformations would be necessary 

in ether domains containing non-rigid entities. There is a 

correspondence between the transformations which are made to 

objects in the diagrams and those which occur for rigid objects 

in the real world. Change in the world is represented by 

analogous change in the diagram. Rotating or translating an 

object in the diagram is a simple matter cf redrawing the 

object at its new location by computing the new coordinates of 

every point in the object, and blanking out the original 

location. 

Transformations can also be •visualized' on the retin~ 

rather than heinq carried out directly in the diagram. The 

software retina is endoved with a one-level memory with which 
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it can hold tha pattern imposed en it by the object to be 

moved. The •image• of that object can then be temporarily 

translated by simply fixating the retina at a new location and 

superimposing the stored pattern on tha nA~ pattern created on 

the retina. Similarly, the pattern of an object can b~ rotated 

on the retina and re-imposed on the input of the current 

fixation, This type of tentative transformaticn is very useful 

in determining the likely effects resulting from the motion of 

an object, and in estimatinq the appropriate par~meters ~c pass 

to the redrawing transformations just discussed. 

WHISPEB prcc~durally reprgsents its qualitative kno~ledge 

of physics. This kncwledqe is qualitative in that WHISPER 

reasons in terms like: 'If a black is hanging ov~r toe far it 

will topple' and 'If a block is on a slant then it will slide•, 

rather than in terms of moments of in~rtia and vector 

components of forces. 

reflect what a •naive• 

problems. 

The qualitativ~ kncwledge is intended to 

person would use in solving these 

To solve a stability problem, the qualitative knowledge 

procedures direct the eye tc focus on various ~arts of the 

diagram to extract information required for a decision on the 

stability of the objects. These procadures quEstion the eye 

about the features it sees in the diagrammatic analoqus and 

assigns meanings to the primitive percepts it ~rovides. A 

typical questicn might be 'Where does abject x touch o~her 

objects,• 
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If the situation depicted by the diagram is stable then 

the problem is solved. If any object is found to be unstable, 

then the eye is questioned further to establish what the 

object's motion will be. Whatever the motion - sliding, 

falling, or toppling - it ~ill not continue indefinitely. 

WHISPEB uses a retinal •visualization• process (to be described 

in detail in section III-3.4) to perform a very rough 

simulation of an object's motion while watching for a collision 

discontiDuity to arise. 

once the type of motion and its discontinuity points are 

known, th~n a change can be madE to the diagrammatic analoque 

to reflect the state resulting from the completion of the 

motion. On a piece of paper this change is made by arasinq the 

marks representing the moving object and redrawing them at the 

nev location; the array equivalent involves the application of 

a translation or rotation transformation. The diagrammatic 

analogue, now in a new state, is ready for further 

consideration almost as if it were an original starting state. 

Much of the information extracted from the criqinal diagram by 

directing the eye is now out of date and of little use, but the 

analogue is in a consistent state and can be freshly 

re-examined in response to questions posed by the qualitative 

knowledge procedures. .12§!~U1:Jlin.g !.b~ .Q,i§~.9.D!i.D.Yi!.! 1H2.in1 gt, 

~~ ~j!~l!§ G!iga, ~ng ~ll.Ri~~ ~AsilY !£2~ 2.D~ .§!~ll !2 

!.ll.2.th~.I Ail !J2 of 1.h~ .I:?1:llSM.l R§JJg1.i.!.§ .!..b.i£.h jJil.§.Rlj !:~It§ 
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The qualitative knowledge divides naturally into two 

parts. one ccncerns the stability of objects, the other the 

motions of objects a.s they fall. At the top level 

(figure II-2) WHISPER loops between stability testing and 

moving unstable objects. The stability test considers all the 

objects in the structure, and notes all the instabilities it 

finds in an associative data base. When it is complete, the 

dominant instability is determined, and the objects affected by 

it are moved. Only the effect of this one dominant instability 

is dealt with at this time. WHISPER then outputs the updated 

diagram as its first solution •snapshot•, and passes it back to 

the stability tester. 

The description of the system will be approached in a 

top-down fashion and -111 center on some of the solutions 

obtained by WHISPER. The first problem to be considered is the 

•chain reaction• problem of figure II-1. 

The central idea in the stability test is to divide the 

initial structure intc smaller sub-structures which are tested 

for stability as if they were single objects. The 

sub-structures are either individual objects, or conqlom€rates 

consisting of two or more objects glued together. The 

stability test is therefore a two part process - subdivision 



28 

Test Stability of Structure 
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of a structure and stability testing of individual objects. 

The subdivision is directed by the top level routine, 

STABLB-STBUCTUBE, which first ccnstructs a list of the names of 

all the objects in the scene. (the diagram is in this case, as 

in all other cases, accessed through the eye and never directly 

cell by cell.) STABLE-STRUCTOBE then tests each object to see 

if it is UPWARDS-STABLE. If every object is UPWARDS-STABLE 

then the co■ plete structure will be stable. 

An object, O, is UPWARDS-STABLE if the 

by gluing together 0 and 

conglomerate 

everything o object, c, formed 

supports (including what o•s supportees su~port), is stable. 

During the stability testing of c, 0 1 s supporters are assumed 

to be stable. 

UPWARDS-STABLE forms the conglomerate object c of o ty the 

following steps: 

(1) Let C=O 

(2) Use the retina to find the set S of immediate supportEes of 

C 

(3) Ifs is eapty then return c 

(4) Let C = object ' formed by gluing c and all memb€rs of s 

together intc one object 

(5) Go to (1). 

In the case of the current example, WHISPER happened to choose 

object A as the first object to be tested fer u~wards 

stability, and so when Eis found to be a supportee of A, the 

point where they touch is considered to be glued, resulting in 
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a new object AE. (Finding points of contact and support 

bet~een objects is one of the perceptual primitives which will 

be discussed later, but obviously it need not involve the 

complex touch test mechanism described by Fahlman, since 

contact points need only be recognized not computed.) If there 

were ancther object en top cf AB, then the process would be 

rep~ated until either an object with no supportees or an object 

which acts as a cosupporter of a third object is reached. The 

dotted curves in figure II-3 encircle the sub-structures 

UPWARDS-STABLE finds. In (c) , Q and BS are cosuppcrters of x, 

so the subdivision stops at x. 

Comtining the descriptions of two objEcts is particularly 

simple in the framework cf a diagrammatic analogue. Creating a 

new description from two other descri~tions is an instance of 

!.h~ il.a!SS.!!lli.2.D .elil!.l.!3h In the case at band the creation of 

a new object from two ether objects is merely a matter of not 

distinguishing between the •colour• values (in this case A and 

B) designating the original obiects. A red obiect combined 

with a blue object is described as the red-blue object. All 

the features or properties that can be seen in the original 

objects can also be seen in the combined object. some of the 

prop~rties which the combined object inhErits are: its shape, 

its center of gravity. its mass, its position relative to other 
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objects, and its support relationships. Some of these features 

might not be so bard to compute in a descriptive formalism, but 

there still exists the need to compute them and more 

importantly, the need for procedures which know how to compute 

them. 

One property which would give the most difficulty in a 

non - diagrammatic representation would be shape. If, for 

example, the objects were described as polygons (figure II-4) 

then there must be some way in which the descriptions of the 

two obje~ts can be edited to remove the segments corresponding 

to the contact, and to join the segments which lead from one 

object into the other even though these may not necessarily 

occur at the endpoints of the original segments. 

In the upwards stability test, once the object has been 

glued to everything it supports the stability of this combined 

object is tested independently. Thus the problem of 

determining the stability of a vhole structure is reduced at 

each stage to the determinaticn of the stability of a single 

object. 

For a single object there are only three basic types of 

instabilities that can arise. An otject can either rotate 

about some support point, it can slide alonq some surface, or 

it can simply fall freely. If the center of gravity cf an 
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object has a support vertically below it or if thete are 

supports of the obiect on both sides of the vertical throuqh 

the center of gravity, then the object will not rotate. 

WHISPER thinks an object .'hangs over too far• if its perceived 

center cf area falls outside its supports. Because of the 

restrictions of uniform density and thickness imposed upon the 

class of objects WHISPER handles, an object•s diagrammatic 

center of area and its physical center of mass are at 

corresponding locations. center of area determination is a 

perceptual primitive whose inclusion in the set of primitives 

is justified by its importance in the implementation of the 

similarity and symmetry primitives in addition to its utility 

in the current domain. In the curr€nt problem (figure II-1), 

WHISPER sees that the center cf area cf the ccmbined obiect AB 

is to the right of the support provided by the table so it 

notes that AB will rotate and continues with an analysis cf the 

other objects in the scene. (Eventually the stability of B 

alone will be considered in the upwards stability testing, and 

it too will be noted as being rotationally unstable because its 

cent€r of area lies to the right of the support provided ty A.) 

Equilibrium situaticns such as that cf object D in 

figure II-1 or of Mand Nin figure II-5 Frovide a good example 

of the qualitative nature of WHISPER's r~asoning. The 
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approximate center of gtavity of the balancing object is found 

by the perceptual routines~ but this is insufficient for 

determining the stability of the situation. Since the 

slightest shift in the center of gravity would upset the 

balance, its precise location must be known in order to 

establish that the object is in a state of equilibrium. The 

center of gravity can be established as being directly above 

the support point if the balancing object is symmetrical 

(symmetry is another perceptual primitive) about a vertical 

axis through the support. If the object is not symmetrical 

about that axis then WHISPER may have to report that it cannot 

decide the stability of the configuration. In a case such as 

that of figure II-6, however, WHISPER deter ■ines that although 

the combined object PQ is unsymmetrical, P itself is 

symmetrical, and so Q, no matter how small it is, will tip the 

balance to the right. It is only in the case where O is small 

that the need for the sya■ etry testing arises, since if it were 

large enough it would have had a significant enough effect on 

the original approximation to the center of gravity that PQ 

would have been clearly unstable. 

ihen two 

supporting an 

object. This 

supporting 

object then 

force may 

objects 

they 

participate together in 

share the force from that 

be enough to cause one of the 
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cosupporting objects to rotate, depending on where the 

supportee makes contact. As mentioned earlier, the process of 

gluing objects together continues until either a top block (one 

with no supportees), o~ a cosupportinq object is reached. In 

the latter case an extra force is noted as being applied to the 

cosupporters from the supported object. Thus in the second 

frame, figure II-7, of the current prcblem iHISPEB vill proceed 

to determine the stability of obiect c in the same manner as in 

the first frame, except that the extra force fro~ B will be 

noted. WHISPER does not consider the exact magnitude of the 

force, but simply notes it as a force greater than zero applied 

at the point cf contact. The effect this force will have is 

determined by taking the contact point as the nev center of 

gravity of the object receiving it. This is equivalent to 

assuming that the force is cf arbitrarily large magnitude, If 

the object with this new virtual center of gravity is stable 

then the extra force has no effect. 

and T is not affected by s in 

stability of D is affected 

Thus the stability of R 

figure II-8, whereas the 

by B in figure II-7. 

Counterbalancing forces such as that provided by V in 

figure II-9 require a guantitative solution and have not been 

considered. In general, people when asked aboat such 

situaticns reply that they are not sure about the stability, 

pointing out that it depends on the exact weiqht of the 

counterbalancing object. 

I 
l 
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If the stability test discovers that a single or 

conglomerate object vill top~le then tbe diaqram must be 

updated to reflect the resulting situation. To do this the 

angle cf rotation must be determined. A toppling object will 

rotate either until it hits something or until it begins to 

fall freely. WHISPER visualizes an object•s rotation ~ith the 

retina to determine the ~oint at which its svinq ends, and 

calls the redrawing transformations to rotate the object to 

that poin~ in the diagram. Figure II-10 shows the overall 

organization of the rotational motion procedures. 

The transformations of the objects in the diagram are 

carried out after all of the primitive objects in the scene 

have been tested by UPWARDS-STABLE. In the current example 

this requires testing the ind~pendent stability of obiects AB, 

B, CD, and D. When this is complete WHISPER will have noted 

two rotational instabilities, objects AB and E, and no slidinq 

or freefall instabilities (these will be discussed in section 

II-8 with reference to another example). Since Bis a part of 

AB, WHISPER rotates E rather than AB. (lo see that combined 

objects need to be considered at all look at fiqare II-11 in 

which the object which is rotationally unstable is RS alone, so 

it is RS which must be rotated.) Object B will pivot around the 

point at which it contacts A nearest the center of gravity of 

B. WHISPER uses its eye to examine the contact surface betw~en 
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Handling -Rotational Motions 

Find Pivot Point 

Visualize Object's Rotation 
This predicts: (a) Object Hit 

(b) Angle of Rotation 

Redrawing Transfonnations 
Rotate Object Through 

Predicted Angle 

Move Eye to Predicted 
Collision Point 
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the two objects to find the extremities of the contact, Since 

the contact is to the l~ft of e•s canter of gravity, it is the 

right contact extremity which is used as the pivot point. 

Given th~ pivot point, it is sirr.~le to start the rotation 

of B. There is on& serious problem remaining, however. ihen 

should the rotation be terminated? I teem this problem serious 

only because it or a variation thereof has managed to escape 

any satisfying and reasonable solution in other problem solving 

systems. The essential element of the problem is the 

anticipation or detection of collisions betw€en a moving cbiect 

and other elements of the environment. Winoqrad•s 7 SHRDLU 

ignored the problem; Fahlman also appears to have basically 

ignored it. The closest he has come is ~ith his Findspace 

Proposer which puts an ob;ect into an arbitrary position and 

then checks whether it touches anything using his rather 

complex touch test algorithm. Fahlman suggests that it would 

be hopeless to use a variant of this algorithm for findinq 

paths in 3-space. 8 

The source of the difficulty is in handlinq negative 

guesticns. Th~ approach of roost current systems is to describ€ 

the positicn of each object by the coordinates of its 
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origin - so ■e arbitrary point en it. No mention is made of 

where objects ar:e Jl2.! located. Thus empty space must be found 

through •proof•, either ccmputational or deductive, of the 

statement •there does not exist an obiect at location P'. 

Although it need not necessarily be the case, this has been 

effected by using the equivalent statement 'for each object o, 

o is not at P', and individually testing all the objects in the 

universe. The result is unmanageable growth of computational 

requirements. 

The feature that WHISPEB exploits in the diagrammatic 

analogue is that il£.!.'i §Rs~§ i.n !h~ R~~~le~ fillXi~~»! ll 

~llii£i!J.Y .I~.E~§~.!Lt~.9 .b.l ~JU!.t.I ~,eace i.n !l!~ giagis.!l}.!!!lli£ 

Yl~.l~3.Y~ While the proposal that physical space .be 

represented by array space is not new 9 , it seems never to have 

been regarded as viable. some reasons are: 

(i) It would appear to be very inefficient and exp~nsive 

in terms of memory usage. This objection can be countered in 

several ways. In view of the discussion on the 

internal/external questicn(section I-2), 2-space and 3-space 

can be viewed as part of the •hardwar€ 1 of any machine, so it 

is a matter of harnessing this space as opposed to allocating 

more in the form of core storage. In addition, current 

technology ~ro ■ises vast quantities of cheap computer memory. 

The limits of processor speed seem much closer to being reached 

than the limits of storage capacity. In WHISPEB's domain thgre 

is not only a trade-off between space and time, but one between 
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space and conceptual simplicity as well. It is reasonatle to 

trade a fixed, but large amount of storage for these two 

factors of time and simplicity. 

(ii) The empty spac_e comes in t co many pieces to be dealt 

with by a sequential precess. The answer to this objection is 

to use a parallel process. The human eye is a stronq precedent 

for this suggestion. Normally in AI applications, the linear 

reducticn in elapsed computation time acquired throuqh 

parallelism is not significant because of the fr~quently 

exponential character of the growth of computational 

requirements; however, 

is a function of the 

in this case the amount of computation 

fixed array siz~. The numbEr of 

processors can be mad€ large enough, but still fixed, sc that 

what would be an impractical and inefficient saquential 

soluticn becomes practical and efficient in terms of parallel 

comFutation. Thus the proposal to explicitly represent 

physical space with array spac~ attains a certain viatility 

through a re-examination and r@definition of effici€ncy 

criteria for both storage and processing. 

Since the diagram explicitly represents the empty space of 

the problem situation, WHISPER could determine what happens to 

moving objects by watchinq them. As lonq as an obiect passes 

through unoccupied space in the diagram, th9n it will not be 
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inYolved in a collision in the real vorld. It would be a 

prohibitively expensive co ■putation to simulate the motions by 

incre ■ental movements, so instead of actually watching objects 

aoye in the diagram their ■otione are visualized with the 

retina. 

There are t~o types of rotational ■otion discontinuities. 

An object will stop rotating ~ither when it collides with 

another object or when its center of gravity reaches a position 

directly below its piyot point. At that point the object 

begins falling freely. The check for these two conditions is 

acco ■plished by centering the eye on the pivot point, and 

•visualizing• the rotation of the object from its initial 

position until a collision occurs, or until the object reaches 

the freefall point. 

I e ■phasize that the visualization process occurs on the 

software retina not on the diagram itself. For the full 360 

degree retinal field there are cnly a small numbet of 

directions (in the case of the current retinal implementation, 

thirty-six) at vbich the object is •visualized' during the 

rotation. Since an object will never rotate more than half a 

turn before it falls off, at most half of these need be 

considered. The mapping from the diagram to the retina ensures 

that nothing present in the diagram is absent on the retina, 
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with the implication that anJ empty space on the retina is also 

empty in the diagram. Thus if a collision is not detected 

during the visualization process no collision would occur in 

the diagram, further ~mplying that no collision would have 

occurred in the real world. This is the case even though only 

a fixed number of different orientations are tested. The only 

disadvantage is that some false alarms may arise, because 

objects are expanded slightly in the mapping from the diagram 

to the retina. The shift frcm one orientation to the next, and 

the test for any colliding contour segments ate both parallel 

computations, so the net serial time required to test for 

collision by visualization is small. In addition, the number 

of processes, and hence the number of processors, is fixed as 

the number of cells (not to be confused with receptors since 

there might well be more receptors than processors) composing 

the software retina. In the current i~plementation this number 

is 540. A collision is detected if the contour of the rotating 

object crosses a cell ihose current input content as seen 

directly from the diagram is ncn-empty and different from that 

of the contour itself. 

A nice feature of iHISPEH's use of visualization for the 

detecticn of collisions is that it is never surprised by the 

presence of objects such as c in figure II-12. Strategies 
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relying on the computation of collisions of only point Pon 

object e, or other strategies of p¼rtitioninq the class of 

possible candidate collision objects on the basis of being 

members of the same structure or being below the current obiect 

would more than likely overlook such situations. 
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Once the terminaticn pcint of an object's rctaticn is 

known then the redrawing transformation procedures are called 

to rotate it in the diagram. Because the retina has only 36 

sectors, the angle of rotation at which, through visualization, 

the first collision is detected is an approximation of the 

actual angle through which the object must be rotated in the 

diagram. The transformation procedures are called with a 

slightly cautious estimation of this angle so that the rotating 

object will not overshoot its collisicn point. The result of 

this first rotation in the chain reaction problem is shewn in 

figure II-13. After this rotation has been made, the eye is 

moved to the predicted collisicn point. The spacing between 

the ■ovinq object and the one with which it is to collide is 

measured with the eye, and this measurement is used to compute 

the extra twist necessary to close the qap (figure II-14). 

Although it is not usually necessary, the eye is used to 

recheck the spacing. The rotation is complete. 

The one situation in which the gap ~buld·' still exist i~ 

depicted in figure II-15. A facility fer handlinq this 

situation has not yet been included in WHISPER, but it is a 

simple matter to see how a complaint message (Fahlman termed 

these messages •gripes') could be sent back to the 
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A GAP IJHICH 
NevER CLOSE'!) 

FIGURE Jr -15. 
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visualization Frocedures requesting the generation of the next 

collisicn point. This is a gualit,tively different type of 

gripe situation than those ari$ing in Fahlman•s BUILD system. 

The gripe here is not computable in advanc~ .Q..YS ~.I1:!il .E.Yil.!.I 

2.Y! .QI !.h~ illsf'.i•en! .!llh .U~ !lll1.asJl.i.i. grip~s in BUILD arise 

because the code was more conveniently ~ritten in a form which 

put off ~r~or checking as lonq •• possible. All qripes in 

BOILD could ~e eliminated, that is t~•v could be predicted and 

thus avoided, by executing the sa1ij _CQde in dif!erent sequence. 

For example, Pahlman 1 0 discusses the ~~ample of a routine named 

"OVE, finding an object already in the spot where it is 

requested to place another object. In this case "OVE generates 

a gripe indicating that the two objects have collided. The 

discovery that the spot is occupie4 is made by executing some 

of BUILD's code to explicitly test f0r the presence of the 

gripe conpition. This test coulq h~ve been executed earlier, 

before ftOYE was called upon to perfo~, an impossible task. In 

our ezample the gripe situatiop is net predictable thro~gh the 

execution pf any of WHISPER's code in any order. The gripe 

arises expe~imentally in the analowue and is only recognized, 

not computed, by WHISPER. 
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It is this feedback from WHISPER's experiments vith the 

diagrammatic analogue that provide~ conceptual simplicity in 

discovering rotational te.rmination points. Both visualization 

and gap closure rely on feedcack. These two methcds in 

combination represent WHISPER's pragmatic equivalent to the 

experiment of repeatedly rotating the object in the diaqram by 

small increments until the first collision occurs. Using 

feedback in this manner has generally been spoken of in terms 

of a robot immersed in a r~al wcrld envircnmant. Here it is 

being obtained not from the real world of fallinq objects, but 

from an analogue of the real world situation, namEly the 

combination of a diagram and a~propriate transformation 

procedures. Reliance on this feedback from experiments with 

the diagrammatic analogue 

equations of motion and touch 

WHISPER is not forced to use 

eliminates the necessity for 

tests for arbitrary shapes. 

sophisticated •number-crunching• 

techniques in establishing the points at which an object•s 

motion will change. This is a~~ropriate because the hard part 

of the problem, the part ~hich involves the qualitative 

physics, is predicting what the mction will be, not when it 

will terminate. 
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As the problem solving process ~roceeds the retina 

constantly moves from place to place in the diagram. A trace 

of the eye movements is given by the circled numbers in 

figure II-16, figure II-13, and figure II-14. Each circle 

represents a fixation of the retina at its location in the 

diagram. The numbers give the order in which the fixations 

occurred. A number with the letter c attached to it indicates 

that the central portion of the retina was fixated at the 

location; a no■ber without a letter in4icates that the 

periphery of the retina was fixated at the location. The 

structure of the retina is discussed in section III-2. 

Although moving the twc parts of the retina separately would be 

unnecessary if there actually were many processors operating in 

parallel, it saves a considerable amcunt of computation in the 

pseudo-parallel simulation. A list of the fixations plotted on 

the diagrams with reasons the gualitative knowledge directed 

them fellows: 

(1) Move to center of diagram; return nam~s of all the objects 

in the scene. 

(2-4) Find the center of gravity of A; find supportees of A. 

(5-6) Find the center of gravity of B; find supportees and 

su~porters of B. 

(7) Move central section of retina; find exact contact point of 

A and B. 
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(8-9) Find center of gravity of AB; find supporters of AB. 

(10) Move central section; find exact contact point of AB with 

table. 

(11-12) Move central section; find extremities of contact 

surface. 

(13) Find the slope of the contact surface. 

(14) ~eve to center of gravity of B3 look at contact between A 

and B. 

(15-16) "ove central section; find extremities of contact 

surface bet ween A and B; (5 , 72) and ( 19 , 7 2) are returned. 

(17) Determine the slope of the contact surface. 

(18-20) Find center of gravity of D; look for supporters and 

su pportees. 

(21-22) "ove both the central section and the periphery; find 

the exact point of contact with c. Discovers that support is a 

point not a surface indicating possible equilibrium situation. 

(23) ~ove back to center of gravity cf D to check for symmetry 

of D; equilibrium is found to be ok. 

(24) Finding center of gravity of C; look fer supportees of c. 

(25-26) Finding center of gravity of CD; find supporters of CD; 

finds the table. 

(27) Move central section; find exact point of contact of CD 

with table. 

(28-29) Plove central section; find extremities of ccntact 

surface; returns (64 , 22) and (76 , 21). 

(30) Determine the type of contact and its slope. 
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(31) Move to the pivot point of the rctation cf B to visualize 

th@ rotation. 

****The rotation is then carried out in the diagram, se~ 

figure II-13.**** 

(32) Move central section to estimated point of collision 

between B and A to see if they touch; the qap is seen; the 

amount of the next rotation is estimated. 

••••Another rotation is carried out in the diagram, see 

figure II-14.•••• 

(.33) . l'love centx;al sectio.n tc estimated pqint of collision 

b~tween E and A; new they ,are se~p to touch. 
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In the problem solving process thus far, the state of the 

world has been considered by examination of the diagra ■matic 

analogue, and it was concluded that object B would rotate. 

Rotating an obj~ct is an action vhich changes the state cf the 

world: the effects of this change must be reflected in 

WHISPER's world model if it is to successfully continue with 

the problem solving process. The action is represented by the 

application of a rotational transformation to B in the 

diagramm~tic analogue, and the new state of the analogue 

represents the state of the world resulting from the action. 

The problem of updating a system•s representation of the 

stat~ of the world to reflect the effects of actions performed 

in the world is the 'frame• problem. In illustratinq this 

problem Baphae111 used the example of a situation with a robot 

at position A, a box B1 at position B, and another box 82 on 

top of B1. If the robot moves tc a new position, c, then the 

statement describing A as the robot's position has to be 

replaced by one stating that the robot is at c, while all the 

other statements must be left unchanged. If the robot pushes 

box B1 to c, then both the descriptions of the position of +.he 

robot and the position of B1 must be chanqed, In addition, 

facts derived fro• the initial situation, such as B2 is at B, 
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may no longer hold. In order to make thase transitions from an 

initial state to the state which results from an action, the 

causal connections between actions and properti~s of states 

must be specified. 

One aspect of the 'frame• problem is the necgssitv to 

explicitly know which properties remain unaffected by which 

actions. If this is not known, then it is not possihle to 

infer that thes~ properties still hold after an action by which 

they ar~ actually unaffected. 12 Another asp€ct is that there 

must be some way to state that the prcblem description 

exhaustively describes all the causal connections which exist 

between objects. For example, it is possible that B2 is 

connected by a wire to the ceiling so that when B1 is moved, B2 

actually remains at position E instead of moving with B1. Even 

if these difficulties are surmounted, the frcblem remains of 

effectively organizing an infer~nce mechanism to efficiently 

reason about and discover the chains of causal connection along 

which the side effects of actions propagate. 

The transition bet~een WHISPER's sn~pshots is exactly th~ 

type of situation in which the 'frame• problem would trouble a 

system based entirely on a descriptive representation. It 

involves the representation of action, the effects of action, 

the issue of exhaustiveness, and chains of causality. Because 

WHISPER relies on a diagrammatic araloque as a representation 

of the state of the world instead of a description it is not 

troubled by the ubiq ui to us •frame• i::robl~m. l.h~ §ta,1,g s!. ,the 
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J!.Q,tlg .i§ .[ll-'~Ji~.Q !t:l !.h.i §ll!§ 21 .!.b§ AJlgl~Y~, Ali ~ii~ll 

ill lli .15U:li .i§ Ul?i:!illlll h.I ~_g~illl.2.D.9.lng a~.i.2 tl ll lli 

.iQIJ.o_g_y~ The corresponding action is the application of the 

appropriate transfor■ ation, and the effects of the acticn are 

correctly represented by the resulting state of the analogue. 

In WHISPEB's current problem the qualitative knowledge 

procedures know that the action of B's rotation is represented 

by calling the rotation transformation procedure to redraw Bat 

its new location in the diagram. Almost all cf the information 

that it needs to continue its problem solving is correctly 

represented by the updated diagram. It can proceed just as if 

the new snapshot were its original input and it were starting a 

brand new problem. The most important information vhicb has 

changed in the transition between the states as a result of the 

rotation is: the position and orientation of object E; the 

position of its center of area; the contacts it makes with 

other object; and the shape of the areas of empty space. There 

are also a multitude of things which have net changed and are 

correctly left unchanged by the rotational transformation, such 

as the position of all the other objects, the shape of all 

objects, the area of all objects, and the contact relationships 

of ether objects not involving B. All of these thinqs work out 

correctly without the need of any deduction or inference en 

WHISPER's part. All that it need do is to use its retina to 

look at the diagrammatic analogue and extract vhatev8r 

information it ne~ds. 



The visualization proces~ works because of the eihaustive 

nature of the diagra ■ matic analogue. All the objects which 

could affect the motion of Bare in their proper positions in 

the diagram. None is missing. We could add some external 

force sacb as a strong ■agnetic field which would interfere 

with B, but there is no problem in expressing the assumption 

that such a force does not exist in the current situation. 

The discovery of causal chains is also facilitated by the 

diagrammatic analogue. In particulat, what causes termination 

of B's rotation - its collision with D - is easily found by 

the visualization process. After the rotational transformation 

is applied, all its side effects are immediately propagated 

throughout the diagra■■atic analogue. WHISPER is in a good 

position to apply its qualitative procedural knowledge to 

determine vhat effects will follow frcm this new state. In 

following the causal chain from the initial input snapshot 

through the intervening sequence of snapshots to the final 

snapshot, there is continual inte~action between the higher 

level procedurally represented qualitative knowledge and the 

■ore ■ undan@ though voluminous information contained in the 

diagrammatic analogue. 

An expanded WHISPEB system could net completely avoid the 

pitfalls of the 'frame• problem because not all of the 

information about the current state of the world can be 

represented by the state of the analogue. For example, once an 
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object starts moving it acquires some momentum and this 

momentum will cause a force greater than that resulting from 

the force of gravity alone to be apflied to the supporters of 

the moving object in the subseguent snapshot analysis. 

Velocities are not part of the state of diagrammatic analogues 

and thus velocities in the world are not represented by the ■• 

For the qualitative solutions which WHISPER currently obtains, 

a consideration of the velocity and momentum of obiects is not 

necessary. Although the 'frame• problem cannot be totally 

eliminated, WHISPER demonstrates that it can be circumvented to 

the exte~t that the system need not be hampered in its search 

for a qualitative solution by the many messy details involved 

in propagating the effects cf simple causality. 

WHISPER begins thinking about the second snapshot as a new 

problem and proceeds through some of the same considerations as 

for the first stage. Object Dis found to balance on c except 

that there is an extra force on D from Band this force lies 

outside the supports of D. Therefore D is noted as 

rotationally unstable. Object Bis at first expected to slide 

to the right except that this is based on the assumption that 

its supporters are stable. Supporter Dis not etable, however. 

The rotational instability of Dis given precedence over the 

sliding instability of B, and Dis rotated about its contact 
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with c until it hits the table. As with B toppling.Dis 

visualized as rctatinq with the eye centered on th~ pivot 

point, an approximate angle of rotation is obtained, Dis 

rotat€d in the diagram by this amount ( figure II-17). and then 

the eye is moved to the gap tc measure it for the computation 

of th9 final twist. The result is the third snaFshot, 

figure II-18. 

Again, this third snapshot is taksn as a new prcblem. 

Object B is found to be rotationally unstable, and is rotated 

until it bits D aqain, figur~ II-19. This is the point at 

which WBISPER's analysis stopped. some cf its first order 

approximations to simultaneity and velocity are simply no 

longer viable. 

The essential elements of the action involved in the 

collapse of the initial structure are pottrayed by the four 

snapshots that WHISPER produced. The initial instability of B 

is shown to result, as B hits o, in the subsequent toppling of 

D, and their eventual tumble to the table. The action could b8 

sp~cified somewhat mere precisely by including the two 

snapshots of figure II-20 between the curr9nt s~cond and third 

snapshots. These two extra ones could be determined by 

rotating D only part way to the terminaticn point of the 

rotation and then starting the stability testinq procedure over 

again. 
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FIG-URE ]I - ~0 

(a) 
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l.l:] lUD§lAtionll, ~iilli 

The chain reaction problem did not involvE any 

translationally unstable objects. The example of figure II-21 

vill be used to illustrate how WHISPER determines whether an 

object will slide, and if it slides, hov far it will travel. 

As described earlier (section II-3.1), the stability of a 

co ■ plete structurP. is tested by subdividinq it into 

conglo■erate obj9cts whose stability is tested separately. The 

translational stability of these conglomerate objects is tested 

at the same ti ■e as their rotational stability. 

iHISPER decides on translational .stability of an object by 

examining its contacts. There are three types of contact that 

are considered: surface-to-surface, surface-to-point, and 

point-to-surface. The stability criterion for a particular 

contact is whether or not the tangent to the surface involved 

in the contact is horizontal at the pcint of contact. (Tangent 

finding is another perceptual primitive.) If the tangent is not 

horizontal, then the direction of downward tilt is taken as the 

resultant direction of motion of the obiect. If a conflict in 

the direction arises, cne contact indicating leftward motion 

and another indicating rightward motion, then WHISPER reports 

its inability to decide on what the motion will be. This 

illustrates the need arising in some situations for a 

quantitative investigation in order to resolve the qualitative 

ambiguity. (Resolving qualitative ambiguities by quantitative 
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reasoning is discussed by DeKleer). There is, of course, no 

conflict between a horizontal contact slope and a 

non-horizontal contact slope, the form~r simply does not 

contribute to the ■otion. In the exa ■ ple of figure II-21 

object A rotates until it hits object c, figure II-22, just as 

in the previous example. At this point the eye is moved 

separately to each of the contacts. The surface-to-point 

contact between A and Bis ncted as is the rightward tilt of 

the surface of A at the contact, and the point-to-surface 

contact between land c with the horizontal slope of cat the 

contact. The A-to-B contact is classified as surface-to-point, 

with the rightward tilt of the surface of A at the contact 

noted as contributing to a rightward motion for A. Similarly, 

the A-to-c contact is classified as point-to-surface with no 

contribution to the ■oticn of A because of the horizontal 

nature of the slope of cat the contact point. Thus WHISPER 

concludes that A will slide to the right along the surface of 

B. 



1
.0

 
1

1
.0

 
z1

.o
 

3
1

.0
 

1t
1.

o 
-s

1
.o

 
t.

1
.0

 
1

1
.0

 
s1

.o
 

9
1

.0
 

1
0

1
.0

 
1

0
1

.0
1

 •
••

••
••

••
 1

 ••
••

••
••

• 
, •

••
••

••
••

 , 
••

••
••

••
• 

, •
••

••
••

••
 , 
••

••
••

••
• 

, •
••

••
••

••
 , 
••

••
••

••
••

••
••

••
••

• 
, •

••
••

••
••

 , 

. 
9

1
.0

-

e
1

.o
-

1
1

.0
-

1 
A

ll
ll

 
ll

A
lA

 
A

 A
 A

ll
 

ll
A

 
A

 A
 

11
 

11
1 

A
 A

 
A

 A
 A

 A
 A

AA
 

A
ll

l 
11

1A
 

A
 A

 A
 A

 A
 A

 A
 A

 A
 A

 A
 A

ll
ll

 
lA

 
A

 
A

 
A

 
A

 
A

 
A

 
A

 
1

1
1

1
1

1
 

ll
A

 
A

 A
 

A
 A

 A
A 

A
 

A
 A

 A
 A

 A
 A

 
A

 A
 A

 A
 A

ll
ll

l 
1 

A
 A

 A
 A

 A
 A

 A
 A

 A
 A

 A
 A

 A
 

A
 A

 A
 A

A 
A

 
A

 A
 1

1 
lA

 
II

A
A

 
A

A
A

 
A

A
A

 
A

A
 

1
1

 
1 

A
 

A
 A

A 
A

 A
 

A
 A

 A
 A

 A
 A

 A
 A

 A
 A

 A
 A

 A
 A

 A
 A

 A
 1

1
 

lA
 

A
 A

 A
 A

 A
 A

 A
 A

 A
 A

 A
 

A
 A

A 
A

 A
 

A
 A

 A
 A

 A
 A

 A
 A

 A
l 

l 
A

A
 

A
A

A
 

A
A

A
 

A
A

A
 

I 
A

A
 

11
 

lA
 

A
 A

 A
 

A
 A

 A
 A

 A
 A

 A
 A

 A
 A

 A
 A

 A
 A

 A
 A

 A
 A

 A
 A

 A
 A

 A
 1

 
lA

 
A

 
A

 A
ll

ll
ll

lA
 

A
 A

 A
 A

 A
 A

 A
 

A
 A

 A
 A

 A
 A

 A
 A

 A
 A

 A
 A

 A
lA

l 

F
IG

U
R

E
][

 -a
&

. 

• 
U

 
A

 
( 

11
11

1 
A

 A
 

A
 A

 A
 

AA
 

A
 

A
 A

 A
 

1 
• 

ll
A

 
A

 · 
A

lr
)A

l 
/ 

22
 

1
1

1
1

 
A

 A
 A

 A
 A

 A
 A

 A
 A

 A
 A

 
A

 A
 A

 A
 A

 
A

ll
 

ll
ll

ll
A

 
l 

2
8

2
 

1
1

1
1

1
 

A
 A

 A
A 

A
 A

 A
 A

 A
 A

 A
 A

 A
 A

 A
 A

l 
6

1
.0

-
1

1
1

 
2 

B
 

2 
11

 
A

 A
 

A
 A

 A
 

A
 A

 l
 

• 
2 

8 
B

22
 

1
1

1
1

1
 

A
 A

 A
 A

 A
 A

 A
 A

 
A

 A
A 

A
 1

1 
';(

. 
2 

8 
B

 B
2 

l
l
l
l
l
l
 

A
 A

 A
 A

 A
 A

 A
 A

 A
 A

l 
2 

B
 B

 B
 

2 
ll

lA
 

A
 A

 A
 A

 A
 A

 A
 A

l 
C

:l
 

C
l 

2
8

 
R

 8
 

8 
8

2
2

 
1

1
1

1
1

 A
 A

 A
 A

A 
A

 1
1

 /
 

22
B

 
B

 8
 

B
 B

 B
2 

1
1

1
1

1
1

 
A

 A
 A

l 
2

B
B

B
B

8
8

2
 

ll
A

A
 

28
 

B
B

B
 

B
B

 
8 

82
2 

1
1

1
1

 
1 

5
1

.0
-

y
. 

28
 

S
B

 
B

B
 

8 
B

B
B

 
8

2
 

3
3

3
3

3
3

3
3

3
3

3
3

3
3

~
3

3
3

3
3

3
3

4
4

4
4

4
4

4
4

4
4

4
4

4
4

4
4

4
4

4
4

4
4

4
4

4
 

2
8

 
8 

8 
B

B
 

R
B

 
B

B
S

 
2 

3 
C

C
C

 
C

C
C

 
C

C
C

 
C

34
 

D
D

 
D

O
D

O
O

 
O

D
O

 
0 

4 
2

2
 

8 
B

 B
 B

 B
 B

 B
 B

 B
 8

 
82

 
3 

C
 C

 C
 C

 C
 C

 C
 C

 C
 0

4
 

0 
0 

0 
0 

0 
0 

D
 0

 
0 

D
 D

 
4 

2 
B

B
B

 
B

B
B

 
B

B
B

 
8 

B
B

 
2 

3 
C

C
C

 
C

C
C

 
C

C
C

 
C

34
 

D
D

 
O

D
O

 
0 

0 
O

D
O

 
0 

4 
4

1
. 
o-

2
8

 
S 

8 
B

 8
 

8 
B

B
B

 
B

B
 

8 
8 

B2
 

3 
C

C
C

 
C

C
C

 
C

C
C

 
C

34
 

0 
0 

D
D

 
O

D
O

 
D

D
 D

D
 4

 
2B

 
B

B
B

 
B

B
B

 
8 

B
B

B
 

B
B

 
B

22
 

3 
C

C
C

 
C

•
C

 C
C

C
 

C
 C

34
 

0 
D

D
 

D
D

 
D

O
 

0 
0 

0 
0 

4 
2B

 
B

B
B

 
8 

B
 8

 
8 

B
B

B
 

8 
B

 8
 

82
 

3 
C

C
C

 
C

C
C

 
C

C
C

 
C

34
 

0 
0 

D
O

D
O

 
D

D
 

0 
0 

0 
4 

2B
 

B
B

B
 

B
 8

 
B

B
B

 
B

 8
 

B
 8

 
8 

82
 

3 
C

C
C

 
C

C
C

 
C

C
C

 
C

34
 

0 
0 

0 
0 

D
O

D
D

 
D

D
 

D
 4

 
2 

B
 

B
 8

 
B

B
 

8 
B

 8
 

8 
B

 8
 

B
B

 
B

2 
3 

C
C

C
 
C

C
C

 
C

C
C

 
C

3
4 

D
O

 
0 

O
D

O
 
O

D
O

 
D

 0
4

 
2 

B
 8

 
B

B
 

8 
8 

8 
B

 8
 
B

B
B

 
8 

2 
3 

C
C

C
 
C

C
C

 
C

C
C

 
C

34
 

0 
D

D
 

D
D

 
0 

O
D

O
 0

 
4

4
 

3
1

.0
-

2 
B

 8
 

8 
·a

 B
 8

 
8 

B
 

B
 8

 
B

 B
 B

 2
 

3 
C

 C
 

C
 C

 C
 C

 
C

 C
 C

 C
3'

t 
O

 D
 D

 0
 

O
 0

 
O

 D
 D

 D
 4

 
.. 

22
B

 
B

 8
 

8 
B

B
B

 
B

B
B

 
8 

R
 B

.2
 

3 
C

C
C

 
C

C
C

 
C

C
C

 
C

34
 

D
D

 
O

D
D

O
 

D
O

 
O

D
 

4 
22

 
R

 8
 

B
B

B
 

B
B

 
8 

B
B

B
 

8
2

 
3 

C
C

C
 
C

C
C

 
C

C
C

 
C

3
4

 0
 

D
O

 
O

D
D

 
D

O
 

0 
0

4
 

2 
8 

B
 8

 
B

 8
 

B
B

B
 
B

B
B

 
B

2 
3 

C
C

C
 
C

C
C

 
C

C
C

 
C

34
 

D
D

 
D

O
 

0 
O

D
O

 
0 

0
4

 
2

8
 

8 
B

B
 

8 
B

B
B

 
B

B
 

8 
B

2 
3 

C
C

C
 
C

C
C

 
C

C
C

 
C

34
 
D

O
D

O
 

D
D

 
0 

0 
0 

4 
2 

B
B

B
 

B
 8

 
B

B
B

 
8 

B
 2

 
3 

C
C

C
 
C

C
C

 
C

C
C

 
C

34
 

0 
0 

0 
0 

0 
0 

0 
D

 0
4

4
 

2
1

.0
-

2
2

2
2

2
2

2
2

2
2

2
2

2
2

2
2

2
2

2
2

2
2

 
3

3
3

3
3

3
3

3
3

3
3

3
3

3
3

3
3

3
3

3
3

3
4

4
4

4
4

4
4

4
4

4
4

4
4

4
4

4
4

4
4

4
 

• 
9

9
9

9
9

9
9

9
9

9
9

9
9

9
9

9
9

9
9

9
9

9
9

9
9

9
9

9
9

9
9

9
9

9
9

9
9

9
9

9
9

9
9

9
9

9
9

9
9

9
9

9
9

9
9

9
9

9
9

9
9

9
9

9
9

9
9

9
9

9
9

9
9

9
9

9
9

9
9

9
9

9
9

9
9

9
9

9
9

9
9

9
9

9
9

9
 

. 
11

.o
r 

••
••

••
••

• 
1 •

••
••

••
••

 1
 ••

••
••

••
• 

1 •
••

••
••

••
 ,

 •
••

••
••

••
 1

 ••
••

••
••

• 
, •

••
••

••
••

 , 
••

••
••

••
• 

1 •
••

••
••

••
 1

 ••
••

••
••

• 
1 

.....
. 
~
 



75 

An object•s sliding motion, unlike a rotational action, 

cannot be visualized on the retina, because the objEct•s path 

is not easily fcund. WBISPER's method of performing slides is 

outlined in figure II-23 • Instead of visualizing sliding 

actions, WHISPEB examines the ccntacting surfaces of the o~ject 

and its supporters for a circumstance causing the ob;ect to 

stop. The stopping point is called an 1:Dll•I.!llli2n RW!.1. To 

update the diagram the object is translated to the nearest 

interruption point. After the translation, a rotation 

generally is required to make the surfaces touch at all their 

proper locations. To find the correct orientation of the 

object, its rotation is visuali2ed to see the angle at which 

the right support relationships between the surfaces occur. 

There are two elements to the examination of the sliding 

surfaces for termination points. Exactly what portions of 

which surfaces are to be examined, and what features of the 

surfaces are i ■ portant? The basic objective is both to exa ■ine 

those surfaces on the ■ oving object which will slide past a 

point on a stationary object, and those on a stationary object 

which will have a point of the moving object ride over them. 

Thus in the current example (figure II-22) the surface of A 

will be examined from C1 to the left, and the surface of c and 
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possibly D will be examined fro ■ C2 to the right. 

surface-to-surface contacts involve the examination of both the 

contacting surfaces in this manner. It is only the first 

occurrence of a ter ■ination condition that is of interest, 

since it is the one which will stop the ob1ect•s sliding 

motion. Thus WHISPER can constrain its exa ■ination of surfacEs 

subsequent to the discovery of one termination condition to 

only that portion of the ■ which would cause a prior termination 

condition to arise. 

The second element - what is to be looked for while 

exa ■ining a surface - is dependent upcn whether the surface 

under consideration is an upper or a lower surface. For 

exa•ple, it is necessary to look for objects sitting on a lower 

surface with which the sliding object ■ ight collide, whereas 

this is not necessary for an upper surface. The other 

conditions which could be relevant to the object's motion are: 

a sharp bend in a surface; a hill which is higher than the 

object's intitial position; reaching the end of a surface in 

the direction of ■otion; and as mentioned, an object on the 

surface or close enough to the surface that a collision between 

it and the moving object would occur. These conditions are 

illustrated in figure II-24. currently, WHISPER examines 

surfaces for any of these conditions in one fixation by 

centering the eye on the relevant starting contact point. The 

detectors for these conditions are built in at the level of 

perceptual primitives (section III-3). However, because of 
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their specialized nature for this problem domain, I would 

hesitate to call any but the sharp bend and collision detectors 

truly pri ■itive. It would be possible and desirable in terms 

of accuracy to use the current detectors to propose further 

fixaticn locations to which the eye could be moved to test more 

precisely for the fulfill■ ent of a particular condition. 

WHISPER must make ■ ultiple fixations alonq the surface if 

it is to detect the •surprise• collision of figure II-24(e). 

Although it does not currently handle this case, it is clear 

how it easily cculd by fixating t~e retina at regular intervals 

along the supporting surface. This is illustrated by 

figure II-25 in which an x indicates a fixation point, a 

semi-circle indicates the area of the diagram to be checked by 

the retina at each fixation (checking a circular reqion is easy 

because of the retina's ring structure), and the space between 

dashed line and the surface indicates a clear •corridor• for 

object. The radius of the semi-circle is a function of the 

object's size and the fixation inter~al. The sa ■e sized 

corridor can be examined with fewer fixations by using a larger 

radius. The only disadvantaqe is that the probability of false 

alarms increases, hec~use the distance between the dashed line 

and the circumference of the semi-circles is greater. False 

alarms can be handled by making more fixations in the reqion 

where they occur. This method of detecting collisions is very 

good for two reasons: (i) because the retina can check large 

segments of space in a single glance, the number of fixations 
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FIGURE Jf-!2.5 
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~eguired to eKaaine the space near the surface is relatively 

s ■all; (ii) a collision will never be missed. 

There are several respects in which WHISPER's analysis of 

the termination conditions for sliding motions is simplified by 

the analogue. One is that there is no need for the application 

of numerical methods in finding the curve features. The 

features are found by inspection of the diagram. Of course, 

there is computation involved in this process, but it is a 

co■paratively small amount bEcause WHISPER is working with the 

curve itself rather than an eguational description of the 

curve. Additionally, such a descriptive equation often is not 

available, and may itself have to be computed through a 

curve-fitting process. 

Another important respect in which WHISPER's slide 

analysis is simplified is in detecting coincidental alignments 

of tvo or more objects whose surfaces form one continuous curve 

over which an object could slide; such coincidences also result 

in smooth curves in the diagram. Notice that in figure II-22 

object A will slide along the surface of both c and o. The 

surface examination testing 

only the upper edges of c and 

should thus be carried out along 

D. The fact that C and D 

together fora a e~ooth surface is a property which emerges from 

the coincidence that they have the same heiqht and that they 
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are touching •. It would be very difficult for a system relyinq 

on separate encodings of the shapes of objects to discover this 

~~llglli H~R~~.il.L To find it would first of all require the 

built in expectation tha~ it might happen. Then its exi~tence 

would have to be continually checked. This check would involve 

establishing all the contact relationships of the obiEct on 

which the sliding object is initially resting with all the 

other objects in the universe, already a difficult prcblem, 

followed by the amalqamaticn of the descriptions of the two 

separate curve descriptions into a new curve description. 

Establishing the contact relations of the supporting cbject 

cannot be simplified by asserting them as part of the initial 

proble• description, b~cause it might have rolled or slid into 

its current location. In addition, not only must touching 

objects te considered, but also objects which are almost 

touching, since a small gap may not inhibit the slidinq motion 

of an object. 

It is unnecessary for ~HISPER to concern itself with 

questions of how contours and ether properties miqht have 

combined to produce a smooth curve. !his is another instance 

of the amalgamation froblem disc11ssed in section IV-4.1.3. 

Since a smooth curve in the real world is modeled by a smooth 

curve in the analogue, WHISPER recuires only a recogni2er of 

smooth curves. The amalgamation of ccntour descriptions is 

solved by simply ignoring the distinguishing colourinq of all 

objects except the sliding one. The touching faces of C and D 
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thas becoae inside points of the combined CD, and hence are not 

seen aa part of· the contour. The resulting contour and its 

shape arise directly in the diagram, not as the net pxoduct of 

a complex chain of deductive or computational inferences about 

the properties of the independent objects. 
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Using feedback from the diagram, WHISPER can avoid having 

to estatlish the exact locus cf motion of a sliding object. 

The locus followed by each contact is known to be the sa ■e as 

the surfaces over which it slides which is why those surfaces 

were examined; nonetheless, the motion of the object itself is 

a composite of the loci of the surfaces involved. It is of 

substantial benefit to WHISPER that it can avoid the 

calculation of this composite. The termination point cf the 

slide has already been found; what remains is to move the 

object to that point. The first stage is simply to translate 

the object so that the specified point on it is aligned with 

the specified point on the contact surface. This is shown in 

the change from figure II-22 to fiqura II-26 in which point X 

is aligned with C1. This translation is accomplished by simple 

matrix multiplication much the same as for rotations. After 

this translation, WHISPER checks that the contact relationships 

which existed before the translation still exist. This 

examination in the example of figure II-26 reveals that the 

contact, C2, existing in figure II-22 has changed. A rotation 

about the termination pcint will correct the froblem. With the 

eye centered on this pivct point a rotation is visualized until 

the contact is re-established. The amount of this rotation is 

used tc perform a rotation in the diagram 

with the purely rotational examples, 

(figure II-27). As 

another gap closing 
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rotation may be regu,ired (figure II-28) because of the 

approximate nature df visualization. 

It should be noted that the above two-step method -

translation to align the object vith its interruption point 

followed by a correcting rotation - works for curved as well as 

straight surfaces (figure II-29). This conceptually si~ple 

approach, incorporating experimental feedback from the 

analogue, is a very natural form of qualitative reasoninq 

embodying a first order theory of the motion of sliding 

objects. 
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FIGURE Jr - &9. 
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11=.11 ~llll.I .Ql .12.Ul.ii.a.til§ .KD.2ilijg§ 

In concluding this section on qualitative reasoninq I 

would like to summarize a few points. Taken together, the 

diagram, and the set of iransformations that are applied to it, 

is an analogue of the real Norld objects. Future motions of 

these objects under the force of gravity are predicted by 

WHISPER, Connection with the analogue is maintained via 

continued interaction using the eye and its perceptual 

primitives, and via the transformation procedures. Prcblems 

are solved by interaction of the procedurally encoded 

qualitative knowledge of blocks world physics with the 

diagrammatic analogue. This interaction is through experiments 

directed by the qualitative knowledge, pErformed in the 

analogue, and accessed by the simulated retina. ihen an 

experiment, such as the rotation of an object, is coroplet€, 

WHISPER only needs to 'look' at the resulting diagram to 

determine the new state cf the world. 1! i~ B~~gy§~ i~~U 

Ilil.9 .2.1!lI ~ ~gu! .a.t ilil~ll.9 lllill.ll.lU.§ s.S.Q i.n.!.ll1!.!.tlirui 

!.hn.I J;li.!111!! n!llll !MD ~.! rn_gi£t ill.9 !J!gi.I 2m.2.u,g !1lgi, 

i.D.§tea.9 .2! Rli.Qfil.9 j?.Q.9.9ed ilrn ir: £2.mbi,!lA.!QJ;j,all.I e )[plQ£1i.rui 

£.2.1.E..!U~ti~Hl!!, i-1 i§ ~ll.s !2 .2!l.:t~.ln £9.P~~l21.Y.2l.l.I 

.§21.Y!.i.9.!l.§ .!..Q .§!J!.£!_g, .t.h2J!9.b ,n_g,n,:!r i.Yis.l, _gobil.!!!.§i 
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The eye is the primary connection between WHISPER and its 

diagrammatic analogues. The perceFtual primitives provide 

answers to the tasic questions that WHISPER can ask of the eye. 

These questions concern topological features of configurations 

in 2-space, and are independent of any interpretation that the 

diagram ■ight have as an analogue. Interpretatione are 

assigned to the topological features perceived by WHISPER in 

accordance with the analogy that exists between the diagram and 

the particular do11ain of interest. .Iil .E.§I.£§.1: .. tY.il .E.Illlli.!~ 

1.ui £:2.ni!lliu .s ti.ug §g.!: :2.t .QR~.IA!:sn , ~li£s!lli !.Q s 

l:.!il~ .Q! ~i!l§.I8D t .Q~Jill§.t. 

The significance of the eye and its perc€ptual primitives 

for the utility of analogues is that they provide a nev set of 

~~~!~al primitives. The world is divisible, rather 

arbitrarily, into many different conceptual categories; the 

choice cf a conceptual segmentation is priaarily a function of 

the available conceptual primitives. High level programminq 

languages provide an example of the influence of different sets 

of conceptual primitives. Some may guarrel, but it seems 

reasonable to suggest that there have been programs written in, 

say CONNIVER or FLANNEB, which would never have been written 
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in, say, FORTRAN, (let implementaticns of CONNIVER in FORTRAN 

be ruled out) even though there is no theoretical reason why 

they ccald not have been. The conceptual complexity of a 

program is relatBd to the interweaving of tb9 conceptual 

primitives in its construction. If the conceptual primitives 

are less powerful, that is to say less suited to the problem at 

hand, then the resulting conceptual complexity of the solution 

will be greater. In providing WHISPER with an eye and 

associated perceptual primitives I have Endeavoured to expand 

the available set of conceptual primitives to include some 

which are tailored to spatial problems. A new set of machine 

instructions or a new language is ~stablished. 

There is an impressive physical and computational 

structure imposed by the senses on human conceptual primitives. 

our visual perceptual understandings would be very different if 

we were endowed with x-ray vision, for example, or if we had a 

third eye in the back of our heads, or any of the other 

multitudinous possibilities. Expr~ssinq such examples of 

expanded conceptualization in terms of our familiar percepts 

would probably be as difficult as expressing the concept of 

colour to a blind man. Communicating shapas instead of c~lours 

would not be so difficult if, rather than stating facts about 

the geo ■etry or topology of the shapes, they are simply 

manipulated and understood by touch. The argument that the 

structure imposed by our senses influences our thinking about 

the world is not new. I raise it h~re merely to highlight the 



necessity for an enlarged set of conceptual 

systems and to justify the simulation 

primitives in 

of some of 

93 

AI 

the 

9omputatioual and stru~tural properties of the human eye as a 

sensible approach tc this expansion. 
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WHISPER's eye is based on the si ■ulation of the structural 

and computational aspects of the human xetina•s most prono~nced 

features, modified and guided by p~agmatic considerations of 

computational expense on the available hardware, and eas~ of 

implementation both of the simulation itself and of the 

perceptual primitives dependent on it. It is not to be 

interpreted as a model of the operation cf the human retina or 

the early perceptual processing stages. In order to establish 

the computational feasibility of utilizing diaqrammatic 

analogues, a computationally feasible imple•entation of the 

perceptual primitives which axamin~ them must be provided. A 

simulation of some aspects of the human eye, especially its 

parallel operation, provides the framework in which these 

primitives can he i~plemented. 

The overall structure of the periphery of the tetina is 

shown in figure III-1. Each •circle' represents one •receptor' 

processor, and is callEd a ~~~Rlei Since the diameter of the 

bubbles increases with increasing distance from the center of 

the retina, the acuity is a decreasing function of this 

distance. The size of the bubble is dependent on the function 

which maps the array values of the diagram onto the retina. 

This function is equivalent to the process of overlaying the 
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FIGURE: II(-1 



96 

bubbles of figure III-1 on the diagram which the eye is tc look 

at, and shading in each bubble with the cclcur under it as in 

figure III-2. A bubble can be assigned multiFle values if it 

covers more than one ~olour. (Only single values would be 

required if there were more bubbles than can currently be 

afforded due to the expense of the pseudc-parallel mode of 

operation.) 

The retina is a circular array of bubbles, each bubbl~ 

consisting of a processor, some memory, and addressable in 

terms of its wedge and ring coordinates. A fi.!l~ is one line 

of bubbles radiating outwards from the center, as shown by the 

solid line in figure III-1; a ~ins is one circle of bubbles 

equidistant from the center, as shewn by the dashed line. The 

rigid alignment of the bubbles was chosen so the location of a 

bubble center relative to the retinal center could be 

calculated fro ■ its wedge and ring coordinates. 

It is important to realize that the retina is not confined 

to a single position over the diagram, but is free to move and 

be refilled with a fresh view of the diagram under commands 

from a higher level process. This refilling process is assumed 

to be accomplished in parallel, all the bubbles receivinq new 

values simultaneously. All the receptors on the human ~etina 

obviously receive new inputs in unison after a saccade to a new 

fix.aticn point. 

In addition to the addressability of the bubbles as an 

array, each bubble has direct pointers to each of its four 
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FIGURE 1II-a. 
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nearest neighbours, the two in the same ring and the two in the 

samE wedge, as depicted by the arrows in figure III-1. These 

pointerE are soft~are equivalents of what would be dirP.ct 

communication links be~veen processors in a hardware 

i ■ ple ■entation. In other Mords the tetina is a circular array 

consisting of bubbles, each b~bble a list composed of a two 

level stack of current and previous values, pointers to its 

four nearest neighbours, and its own coordinates, 

Each wedge and ring is addressable as a list of bubbles as 

a result of the linkages from each bubble to its nearest 

neighbours. These lists facilitate the use of the LISP mapping 

functions which apply~ single LISP functicn uniformly to each 

list element. The uniform application of a single function to 

all the bubbles is a form of pseudc-pa%allel processing. As 

long as the applied function has no side effects, then there is 

no time or order dependence between its invocations. Thus if 

multiple processors are availabl€ then all the se~arate 

invocations can be executed simultaneously. It is in this 

sense that a processor is considered to be associated with 

every bubble, and that all these processors are identical. 

In the central area of the retina the diaroetet of the 

bubbles becomes less than the width of the squares ot the array 

grid in which the diagram is encoded. Thus, paradoxically, in 
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contrast to the human eye vhere the central section, the fovea, 

is wery i ■ portant, the central area of the simulated retina 

becomes in many respects less interesting than the periphery 

because it~ resolution begins tc exceed the resolution of the 

diagram it is viewing. This problem stems from the poor 

resolution of the diagram rather than the construction of the 

retina. and could be solved simply by increasing the size of 

the diagra ■ grid. It would not be bothersome except that the 

current si ■ulation operates only in pseudo-parallel mode so the 

extra bubbles in the central area must be paid fer in terms of 

increased total computation time. In the interest of economy 

the central region was separated from the periphery allovinq 

the two sections to be moved and refilled individually. It vas 

possible to implement many of the perceptual primitives using 

the processors from only one of the two retinal areas, reducing 

the amount of computation required to simulate the retina's 

parallel processinq. 

Since the retina's central area operates independently, it 

does not continually slow down the simulation. Thus for 

uniformity, the retina's center has the same circular array 

structure as the periphery even though its r~solution then 

ezceeds the diagram's. The blank area in the middle of 

figure III-1 is covered ~ith more bubbles in the same pattern 

as those on the periphery. The remaining small blank area in 

the absolute center of the retina is covered with a se~arate 

central bubble. It is likely that a different organization of 
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the central bubbles would be requir~d if the resolution of the 

array diagram (currently 101 by 101 units) were improved. 

The simulated retina distinguishes itself as both a data 

structure and a computational structure. 

properties as a data structure. 

consider first its 

The retinal array in 

conjunction with the diagram-to-retina mapping which fills the 

bubble value slots, fossesses the varyinq acuity property of 

the human eye. This property is important in providing a focus 

of attention and a varying degree of concentration on detail. 

The current resolution of the eye, poor but workable, is 

provided by a total of 540 bubbles (15 rings by 36 wedges) on 

the periphery and another 540 on the central region. The 

complexity of the human eye is of a differ~nt order of 

magnitude with an approximate 116.5-131.5 million receptors 

(6.5 million cones and 110-125 million rods) on each retina, 

although the number of bubbles might more reascnably be 

compared with the one million fibers in the optic nerve.L3 

The mapping from the diagram to the retina is in effect a 

re-representation of the diagram in which some detail is 

blurred. The topological structure of the diagram is preserved 

in transferring to the retina. In particular, within the 

constraints of the resolution of the simulated retina, the 

bubble-fill mapping ensures that no object depicted in the 

l 
I 
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diagram is missed on the retina. The choice of circular 

bubbles results in an equal degree of blurrinq in both the 

radial and circu■ ferential directions. Other retinal designs 

were considered such as that of figure III-3 in which the 

radius of the rings increases as the tangent of their distance 

from the center, but the unequal spread in the two directions 

resulted in such a severe distortion of the diaqram that it 

became al ■ost unrecogni2able. 

Parallelism is the overriding characteristic of the retina 

vhen viewed as a coaputational structure. This is a 

characteristic shared with at least the initial ~recessing 

stages cf the human perceptual system. In the current 

implementation, each of the processors has been given the full 

power of the LISP evaluator. All of the bubbles are filled in 

parallel from the diagram and then t~e i!Jgi!is.:Y.sl R.I~§S§Q~ 

~W ill.!Ullll~~slx .t.i.e£Ut~ s ~~m.!!QD ~I2.9.I~L A supervisory 

sequential process, called the .m.n~l .§Jl~~~ill~I, constructs 

the common program and initiates the parallEl execution. 

An important characteristic of the retinal parallelism is 

that the number of processors is fixed. There is no need for 

the introduction of new processes and the creation or hook-up 

of new processors as the computation proceeds, as Fahlman•s 

system requires. Although it is possible to envision the 
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growth of nev processors, from a hardware standpoint it would 

be ■ och less complicated to bE able to construct a fixed nu ■ber 

of processors in a predefined and fixed configuration. 

The computational structure of the retina is also affected 

by the decision (again with a view to a feasible hardware 

implementation) that .£2.!!!J.Y~!j..Q.O li.tli~.n ~~ll-2.il 12§ 

restrJ.s;!!.9 li !hill nearest wghl>Pll.S.2 The only exception is 

a link from each processor via a common data bus to the retinal 

supervisor. Because of the local spatial nature of the 

perceptually primitive operations (e.g. contact point finding), 

neighbcurhood communication is all that is generally required. 

The computational assumption of parallelism with 

neighbourhood communication is justified by the feasibility of 

implementing perceptual primitives. Without parallelism their 

computation would be grossly inefficient. The question of 

efficiency for the purposes of Artificial Intelliqence is to be 

decided not on the total amount of computation involved, but on 

the total amount of elapsed time required. 7he reduction in 

total elaps@d time which can he effected by using parallelism 

is proportional to the number of simultaneous processes. In 

the current situation this reduction is significant even though 

in many problem solving systems, where the computational 

requirements grow exponentially, it would not be. It is 

significant here because perceptual primitives can be 

incorpoLated in a ne~ programming language as priaitive 

operations with execution times of the same crder of aaqnituda 
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as for other more conv@ntional language constructs. The number 

of processors required is fixed (in the current implementation 

there ar@ 1080) but large. Perhaps as few as one million would 

yield the resolution of the human eye. Here, saving such a 

large constant factor is important. 

The retinal structure and its use of parallelism is not 

the same as that of a perceptron (Minsky and Papert 1 •); and the 

theoretical limitations of perceptrcns do not directly apply. 

Minsky and Papert impose various restrictions on the devices 

they study to eliminate any aspects of sequential computation 

in order that a non-trivial theory of purely parallel 

computation and its limitations can be established. This is 

very different from the intent here which is to intermix 

parallel computation with sequential computation to as great an 

extent as possible in an attempt to increase the computational 

feasibility of efficiently computing the perceptual primitives. 

The main differences between retinal and perceptron computation 

are: 

(a) The retinal supervisor, which plays an analoqous rol€ to 

that of the perceptron•s linear threshold function, can perform 

arbitrary computations, not merely weighted summations. 

(b) The bubbles can talk to each ether. 

(c) The ~etina can sequentially fixate at numerous locations in 
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the diagram during a single co ■ putation. 
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lIJ-3 ll.! ~iRtua.l .fI! ■i t,iJ.§§ 

The i ■ple■entation of the perceptual primitives is 

reasonably straightforward. Their implementation generally 

adheres to the computational restrictions imposed by the 

retin_al structure. Although the current set of primitives is 

adequate for WHISPER in its problem domain, it could certainly 

be extended. The ultimate goal would be to expand the current 

set of primitives to include all the perceptual operations 

perfor■ed by the human perceptual system, although as yet ~e do 

not tnov the constituents of this set. 

Each of the perceptual primitives will new be discussed in 

turn. 

Calculating the center of area of a closed figure is a 

particularly siaple parallel computation. Each bubble first 

checks to see if its value is the •colour• of either the 

interior or contour of the object whose center of area is to be 

fourid; if so, it returns to the retinal supervisor the pair of 

values representing the x and y components of the contribution 

of its area to the center of area, i.e. (IA, yA) where A is the 

area of the diagra ■ mapped onto the bubble. The supervisor 

su■ s in parallel all the component pairs it receives and 

divides by the total area of the object. The total area of the 

object is obtained by su■■ing the areas of all the correctly 

I· 
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gravity of a body. 
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This is the usual notion of the center of 

The fi .nal result is the coordinate of the 

center of area relative to the current center of the retina. 

If the retina is centered far from the object then this result. 

because of the blurring of the peripheral bubbles, vill be only 

a rough approximation to the actual center of area. It is 

improved by centering the retina at this estimated location of 

the center of area and computing the center of area aqain. The 

current i1ple■entation generally converqes to an acceptable 

result in three iterations. 

An object's diagrammatic center of area provides a 

canonical point which is used as a focal point for aany of the 

other primitives. It helps establish the presence of 

sym ■etries, since if an object is symmetrical, the center of 

area must lie on the axis of symmetry, thereby providing a clue 

as to where to look for symmetries. The similarity test 

primitive uses it to align two objects for comparison. Another 

feature of the center of area is that except for obiects with 

holes or large concavities, it lies within the boundaries of 

the object at a relatively central location. It is thus a good 

point on which to focus the eye when looking for contact 

points. 

The center of area primitive is not simply an ad hoc 

addition made in response to a particular requirement unique to 

WHISPER's problem domain. Its use in computing symmetry, 

similarity, etc. provides independent justification of its 
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inclusion as a perceptual primitive apart from its utility in 

the current domain. 

To find the points at which an object touches other 

objects the retina is first fixated on the center of area of 

the object and then the retinal superviso~ di~ects each retinal 

bubble to execute the following steps: 

(1) If the bubble value is not the colcur cf the object then 

stop. 

(2) For each of its 8 neighbouring bubbles do step (3). 

(3) If neighbour's value is the colour of a differant object 

send a collision message to the retinal supervisor. 

(4) stop. 

The difference amongst contacts involving the support of 

another object, the support of the current object, or simple 

touching without support is determined by a comparison of the 

coordinates of the bubbles as to their relative vertical 

positicn with respect to •up•, as defined by the diaqram. This 

involves an interaction between the qualitative knowledge and 

the primitive contact finding since the assignment of a 

vertical is a function of the problem domain and the 

correspondence between it and the diagrams being used. 

Once the individual contacting bubbles have been found 

they must be grcuped together. Even though there will be many 
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separate contacting bubbles, there will only be a few distinct 

areas of contact betveen the objects. ~o form the groups 

r~guires seguentially following the neighbourhood links from 

one contact bubble to another. As the chain of neighbouring 

contact bubbles is followed, each bubble in the chain is 

recorded as being a member of the same group. If no 

neighbouring bubble is a contact bubble, then the chain is 

broken. The length of the chain is used in classifying a 

contact as either a surface of contact or a point of contact. 

The coordinates of the bubbles at the ends of the chain provide 

the extremities of a contact surface. Averaging the 

coordinates of all the bubbles in the group yields a 

representative coordinat,e for the whcle group to which the eye 

can be moved for ■ore detailed analysis. When the eye has been 

■oved there, the central p~rtion of the retina is examined for 

contacting bubbles, the coordinates of which will be the 

precise points of contact betveen the objects. Although the 

less accurate peripheral determination of the contact points is 

sufficient for establishing support relationships, exact 

contact finding is necessary when a contact is the pivot point 

for a rotation, or when the center of gravity of an object is 

near the balancing point. It is also used in the feedback 

method of rotation to check whether a gap has been closed and 

contact established. 
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It is frequently necessary to find the location nearest or 

farthest relative to the retinal center which satisfie• an 

arbitrary condition. For ezample, in e~timating the final 

a ■ount of twist in rotations, the size of the qap between the 

objects ■ ust be determined. To do so it is necessary to focus 

the eye on the gap and then find the nearest bubbles whose 

values are those of the objects involved. The organization of 

the retina into rings, each an increasing distance from the 

center, facilitates the search for the required nearest and 

farthest bubbles. for example, to find the nearest bubble to 

the center of the retina satisfying condition c, the retinal 

supervisor ezecutes the following algorithm: 

(1) Direct each babble to tEst c and save the result (either 

•true• or 'false•). 

(2) lorn= 1 to the number of rings en the retina do steps (3) 

and (4) • 

(3) Direct each bubble to report its wedge and ring coordinates 

as a message to the retinal supervisor if the following hold: 

(a) it belongs to ring n, (b) its saved value is •true•. 

(4) If there is a message pending for the retinal supervisor 

from step (3), return the coordinates specified in ·that message 

to the calling procedure. 

This algorithm is a good example of the difference between 

efficiency in sequential and parallel computation. Since 
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testing c could be an arbitrarily long computation, it is more 

efficient in ter■ s of elapsed time to simultaneously test con 

all bubbles as i .n step ( 1) , than to test it for only those 

bubbles in the scanned rings of step (3). on a sequential 

processor it would be best to test c as fev times as possible; 

whereas, on a parallel processor the total nu11ber of times C is 

tested is irrelevant (if we assume that the time to com ►.ute C 

on failing bubbles is never lcnger than the time to compute c 

on successful bubbles). It is the number of times c is tested 

sequentia~ly which is important. 

The retinal visualization cf rotations is also an exercise 

in neighbour communicaticn. I have used the term visualization 

because 11!! ,E-'QCes2 i§ £C~uni»g nll~n 1.hi ~§till!l at,»~!JI.!, 

ll2.! ill!lli.I .211 .t!t!! filSU.91..t. This process is faster, but 

because of the large size of the peripheral bubbles, less 

precise than rotation in the diagram. An obiect can be rctated 

uniformly on the retina around the retinal center using 

neighbour communication because the angular shift between 

bubble centers in neighbouring wedges is the same fer all 

rings. Generally, as the rotation is taking place, there is a 

predicate P, for example a test for collision, which each 

bubble is to test. If the predicate succeeds then the bubble 

interrupts the retinal supervisor with a message indicating 



that a collision has been detected at the 

During the visualization process each 

following steps: 

bubble's location. 

bubble executes the 

(1) Save a copy of its c.urrent value on its two-level stack. 

(2) If its current value is the same as the •colour• of the 

rotating object, send it to its ring neighbour in the clockwise 

or counterclockwise direction depending OD the direction of 

rotation. 

(3) Set the current value to the value expressed in the 

inco■ing ~essag6; NlL if there is no message. 

(4) Pass the pair of current and saved values to Pas 

arguments. 

(5) If P succeeds, report this to the retinal supervisor; if 

it fails, repeat from (2). 

The process repeats until either the predicate succeeds -or 

until it has been executed as many times as there are wedges. 

The latter occurs when the object has rotated through a full 

circle. 

Because of the coarseness of the retinal resolution, the 

visualization process is much fastEr than the alternative of 

rotating the object by small increments directly OD the 

diagram. This speed is gained at the expense of the 

possibility of false alarms generated by the predicate 

succeeding during the visualization when it would not succeed 

for the actual conditions in the diagram. In particular this 

is true for collision detection. Although false alarms ■ay 
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arise in which the coilision predicted succeeds for the retina 

when it would not for the diagram, it will, however, neyer be 

the case that it succeeds for the diagram but fails for the 

retina. This is a result of the slight expansion in the size 

of objects which occurs in the mapping from the diagram to the 

retina, because points i-n the diagram are blurred i .nto larger 

areas of the retina. False alarms cannot be detectEd or 

handled on th9 retina alone. The visualized rotation aust 

first be carried out in the diagram. It is then examined by 

moving the retina over it to determine ~hether or not the 

situation is as predicted. If it is not as anticipated then a 

false alarm was generated during the visualization. 

Visualization is a quick, highly parallel, method of 

anticipating the ramifications of rotating an object through a 

seg ■ent cf space. 

The sy ■aetcy pri ■itive tests for symmet~y about a 

designated vertical axis by comparing the values of 

symmetrically positioned bubbles. An object is symmetrical 

(WHISPFB tests for vertical and horizontal reflective symmetry, 

but other types could easily be included) about a given axis if 

each bubble having its •colour• as value has a symmetrically 

located bubble having the same value. In the test of the 

vertical reflective sym ■etry of a blue object, for e~ample, if, 
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say. the bubble in the third wedge clockwise from the vertical 

axis ana in the fourth ring from the center has the value 

'blue•, then the value of the bubble in the third wedge 

counterclockwise from the. vertical axis and in the fourth rinq 

must be checked to see if it is also 'blue•. If it is not then 

possibly the discrepancy can be ruled out as insignificant, or 

else the object is asymmetrical. 

In addition to the comparison of symmetrically located 

bubbles, there is an •excuse• mechanism whereby a non-matching 

pair of bubbles can query their neighbours• values in an 

atte■ Ft to resolve a conflict. The •excuses• which can be 

generated help to eliminate failures of the symmetry test on 

objects which are actually symmetrical but whose shape on the 

retina lacks total symmetry because of round-off error arising 

in representing the diagram as an array. The type of asymmetry 

which results is usually due to a single bubble covered by the 

object not having a correspondinq symmetrically placed matchinq 

bubble, but having all of its neighbcur bubbles successfully 

~atch. This is the only type of asymmetry which WHISPER 

currently knows how to excuse. To determine if a mismatch is 

excusable the neighbours of the troublesome bubble are checked. 

All having the same value must have successfully matched, and 

at least one of them must be a neighbour in the same wedge. 

The •excuses• have been designed to deal with the anomalous 

situations vhicb arose for WHISPER's retina; different 

excusable asymmetries would arise for different retinal 
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geo ■etries. 

The •excuse• ■ echanism is easily iaplementable within the 

bounds of neiqhbourhood communication; however, the symmetry 

co•~arison itself would be more easily i ■ plementable if 

com ■anication links also existed between the symmetrically 

located babbles. Only cne such set of extra links ~ould have 

to exist in order to handle both vertical and horizontal 

reflective symmetries (or any ether axis for that matter), 

since the visualization process could be used to rotate the 

retinal p~ojection of the object into a testable orientation. 

such e~tra links are not essential fer the organization of 

sy ■■etry comparisons. A workable technique would be to use the 

neighbour links to cause whole wedges to shift in a manner 

perhaps best describEd as analogous to the closing of a 

Japanese hand fan. As two wedges come together the bubbles in 

~orresponding rings are compared. 

The sy ■■etry test must be supplied a proposed axis of 

symmetry. ls mentioned earlier the center of area offers 

partial information on determining this axis. The center of 

area ■ ust lie on any axis of symmetry of an object. This does 

not, however, provide the orientation of the axis. Although 

the simplest solution may be to test the object in all of the 

wedge orientations by using the rotational visualization, if 

one more point on the axis of symmetry could be found the axis 

would be uniquely determined. Such a point is the center of 

the circumscribing circle of the object. The only problem is 
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that thus far I have not managed to devise a quick parallel 

algorith ■ for finding this centEr. Although in some cases they 

could be coincident, in general I expect the center of area and 

the center of the circums_cribing circle to be distinct for 

objects with only a single a•is of symmetry. 

The si ■ ilarity test seems to be an important primitive 

necessary for domains such as geometry, the findspace problem, 

space planning, jigsaw pazzles, and other Physics problems, 

although so far WHISPER has not had an opportunity to use it. 

The purpose of the similarity test is to determine whether two 

objects, A and B, are similar under any combination of 

translation, rotation and scaling, and if so to return the 

angle of rotation, direction and distance of translation, and 

scale factor. 

To test similarity one object is translated, scaled, and 

rotated to match with the other. Since the center of area of 

an object is unique, the centers of area of the t~o objects 

must be made to coincide. The parameters of translation are 

simply those required to align them. To test for scaling and 

rotation the translaticn is first •visualized' by having every 

bubble covered by A save its value while the eye is focused on 

the center of area of A, then refocusing the ~ye on the center 

of area of B. After the translation is •visualized' the 
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'i ■age• of object A on the retina is scaled (see next section) 

by a factor equal to the square root of the ratio of the areas 

of the tMO objects (i.e. scalefactor = sqrt(area(A)/area(B)). 

(The total area of an object can be easily obtained as a 

by-product of the calculation of the center of area.) Clearly, 

if the objects are similar this will yield the correct scaling. 

After translation and scaling, retinal visualizaticn can 

be applied to find the angle of rotation and thereby finish the 

similarity test. Some clues to the most likely angle of 

rotation could be utilized, although WHISPER currently tries 

all the possible wedge orientations until one yields an 

acceptable match. An ~Icuse mechanism similar to that used in 

the sy■■etry tests can again be employed here (although WHISPER 

does not) to handle the cases of objects which are si ■ilat but 

which do not appear precisely similar on the retina. 

The si ■ilarity test, like the symmetry test, only prcvides 

results which are within the resolution of the retina. The 

para■eters of the translation, rotation and scalinq are 

approximate; the si ■ilarity test specifies only that a match is 

probable after the designated transformation. Although WHISPER 

does not do so, further testing of the similarity of the 

objects could be carried out by moving the eye to other 

locations on the contours of the objects and ■aking further 

comparisons. 
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ln unexpected and interesting property of WHISPER's 

retinal geometry leads to a siaple solution, e~ployinq 

neigbbcurhood coa~unication, to the problem of scaling the 

retinal 'i■age• of an object. An object is scaled correctly 

(i.e. without distorting its shape) if each bubble having its 

value, sends this value to a bubble in the same wedge, but a 

fixed number of rings away. As long as each value is moved the 

same number of rinqs either inw•rds or outwards from the bubble 

vhich ori~inally holds it, the size of the 'image• of the 

object is changed but its shafe is preserved ( figure III-4). 

This is the case because the constraint of alig~inq the bubbles 

into wedges such that each bubble touches all of its immediate 

neighbours is satisfied by increasing the bubble diameters by a 

constant factor 

given 

from 

in 

ring to ring. 

figure III-5. 

A prcof of the scaling 

scaling an property is 

neighbourhood communication is implemented by 

object 

having 

by 

each 

bubble simultaneously send its value as a message to its 

neighbour in the same vedge in either the appropriate inwards 

or outwards direction, and repeating this message passing 

process sequentially as many times as necessary to bring about 

the required scaling. 
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Let: 

The 

PROOF OF THE RETINAL SCALING PROPERTY 

th rk be the radius of the k circle. 

~ be the distance from Oto the center of the kth circle. 

rk+l e • _____ .c;__ 

0 

which is a constant from the construction of the 
retina. 

• • 

• 
' ' ' .. , _________ R" ---------· 

Scaling Property Hypothesis is: constant for all k. 

By similar triangles ~+n ~ -rk+n rk 

rk+l - erk 

hence n 
rk+n = e r k 

and ~+n rk+n en = = 1\, rk 

which is independent of k. 

FIGURE ]l[- 5. 
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In order to establish the features of a curve it is first 

necessary to determine which bubbles are part of the curve. 

Given one bubble on the curve, the ethers can be found by 

folloMing the chain of bubbles each having the same value. One 

of the conditions imposed upon WHISPER's diagrams vas that the 

contours of the objects were •coloured' a different shade from 

their interiors. This prevents the curve following process 

from getting lost tracing chains of bubbles which are part of 

an objec~•s interior. It is not necessary to distinctly code 

the contours of the objects, since it is possible to determine 

contour points by the type of neighbours surrounding them, but 

coding is cheaper and easier. 

once the set of bubbles on the curve is found, each bubble 

in the set can individually test in parallel for the cccurrence 

of a particular feature. Sharp bends in a curve are detectable 

as an imbalance in the · number of bubbl• neighbours on opposite 

sides of the curve which are themselves not ■ embers of the 

curve. This is illustrated by figure III-6 in which bubble A 

has three neighbours on each side of the curve indicating that 

the curve is smooth at that point in contrast to bubble B which 

has siz neighbours on one side and only one on the ether. A 

bubble can test for bends by simply asking its neighbours to 

respond whether or not they are also members of the curve, and 

counting the responses from the two sides of the curve. For a 
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FIGURE ][ -6 



siaple closed curve, if it is known which of tha bubbles are 

interiot and which are exterior, then the bend can additionally 

be classified as convex or concave. 

The slope of a curve at any curve bubble is determined as 

the perpendicular to the bisector of the angle between the 

centers of its neighbouring bubbles on the curve. This yields 

a rough approzimation to the actual slope, but it is sufficient 

for testing drastic changes in the slope cf the curve ovet its 

whole length. A more accurate determination of the slope at a 

particular point on a curve is obtained by re-centering the eye 

on that point and then utilizing the higher resolution central 

portion of the retina~ The perpendicular to the bisector of 

the angle between the wedges mosf densely covered with ~oints 

from the curve is the tangent to the curve at that point. The 

angle between wedges can be used because they e ■anate directly 

from the center of the retina, just as the curve must when the 

eye is centered on it. This is more accurate than measurinq 

the angle between neighbouring bubbles because there are more 

wedges than neighbours. This more accurate slope determination 

is used to measure the slope of surfaces at contact points to 

decide whether or not they are horizontal. 

A sliding object cannot slide over a hill which is higher 

than its initial location. The high spcts of a curve are found 

by each bubble on the curve comparing its vertical coordinate 

with the height of the initial location. 

Finally, WHISPER must knoM how to check whether there are 
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objects resti~g on a surface with which an object sliding along 

the surface ~ight collide. Objects on a surface are found by 

having each curve bubble test that none of its neighbours is 

eapty space, the interio~_ of the object of which the curve is 

tbe contour, or part o.f the curve. 
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WHISPER uses the retina and its perceptual priait.ives to 

extract information fr0111 a diagram. 'Ihe perceptual primitives 

provide a ~.!!iD ind!.12§11den! set of diagra■matic features which 

a re i.n t_u: prettj Ju .! .hmil .l!llll -'.i.U-2.ll.lX WA.llll 12 ili 

,YI•§Dl .,EX,2.Ble~ doma1~ The ~etina is a parallel processor 

with restricted co■■unication between processors. The 

perceptual primitives are the algorithms that it executes. It 

is moveable, and when it is focused on a point in the diagram 

each of its processors receives an input simultaneously. The 

function mapping points in the diagram onto processor inputs 

defines the topology of the retina. Although there could he 

■any other retinal topologies, the current one bas useful 

properties. Rotations and scalings can be visualized by a 

neighbourhood communication process, and its resolution 

decreases vith increasing distance from the retinal center. 
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I~ lJ!.Elll.!ill.tstion ~!ill! 

The languages used in WHISPER's implementation are: 

LISP/BTS, a subset of CONNIVEB, and FOR1RAN. The qualitative 

physical knowledge and the perceptual primitives are primarily 

written in LISP vith some calls to CONNIVER's pattern matcher. 

CONNIVEB 1s• 5 associative database is used to store assertions 

pertaining to features extracted from the diagram. Each 

specialist requiring information from the diagram first checks 

the database for a relevant assertion made by an earlier 

specialist before it calls the retinal supervisor to look at 

the diagram. The array diagram is stored in a FORTRAN array, 

and the diagraa-to-~etina mapping is a LISP callable FOBTRAN 

subroutine. The redrawing transformations are also written in 

FOBTBAN. FORTRAN vas chosen for these tasks because they 

require extensive numerical calculations, and because it is 

LISP/MTS callable. 

ThE timings ~hich can be given are at best very 

approximate, and highly dependent on machine speed and lanquaqe 

implementation. Running LISP/ftTS 16 interpretively under the 

Michigan Terminal System on an IB~ 370/168, WHISPER took 
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approii ■ately 2 ainutes of processor time for each snapshot. 

The a ■ount of me ■ory required including space fo~ the LISP 

interpreter vas approximately 250 K words (32 bits per vord, 2 

words per COBS cell). The time to fill the retina at each 

fixation is 1.4 seconds for the periphery and 0.6 seconds for 

the central section. These times would be inconsequential in 

the total problem solving process if there vere true 

parallelism. Since the central section and the periphery each 

have 540 bubbles, each complete fixaticn would require 

(1.4 + 0.6)/540 = 0.0037 seconds. In producing the first 

snapshot to the chain reaction ~roble ■ WHISPER made 33 

fixations (10 central section, 23 periphery) requiring 

10 x 0.6 + 23 • 1.4 = 38.2 seconds. Virtually all of this time 

(38.2/540 = 0.07) could be factored out from the 125 seconds 

required for the first snapshot. I would estimate from 

isolating portions of a trace of WHISPER's behaviour during the 

first snapshot that approximately 40 plus or minus 15 seconds 

were spent in the qualitative physics specialists. The rest of 

the time is spent fixating and computing the perceptual 

primitives, and would be substantially reduced by parallelism. 

The time spent in the qualitative physics specialists would be 

significantly reduced by compilation (LISP/MTS does not support 

~ co■ piler) • 
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The use cf analogues as aids in human prcblem solving is 

very co ■ mon. It is a central aim of this paper to demonstrate 

how computer progra■ s can derive scme of these same benefits 

from the us~ of analogues in problem solving as do people. The 

importance of the role of analogues in human problem solvinq 

has been underrated. This is particularly true with respect to 

diagrams, which are generally regarded as simply an addition to 

the memory capacity of the brain. When v~ewed fro ■ this 

perspective there is no sense in using diagrams in machine 

reasoning because . there are more convenient ways of extending 

computer memory. currently AI systems are not severely 

constrained by memory capacity limitations, but rather by the 

lack of good methods of organizing the information which can 

already be stored. It is the purpose of this chapter to 

explore some of those aspects of analogues which are more 

i•portant than their possible use as memory extensions. 

A basic premise underlyinq my examination of the benefits 

of analogues in problem solvinq is that there is no essential 

difference in the way people utiliz~ them and the way machines 

should te able to utilize them. This introduces a prior and 

unsolved problem concerning the intgraction of a comput~r with 
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its environment; WHISPER serves as a demonstration that this 

problem can be overcome if it is accepted that a hardware 

incarnation of its software si ■ulation is realizable. This 

premise also raises the question discussed in section I-2, 

na ■ely, what is to be considered the computational structure of 

a ■achine. to insist that a computer not be allowed to utilize 

diagrammatic aids in problem solving would be comparable to 

requiring a student to write a Physics exam without allovinq 

hi ■ to draw any diagrams. Why would this be a handicap? A 

possible reply - that it is a result of human short term aeaory 

limitation is a partial, though insufficient answer to the 

question. The advantages that WHISPEB derives from using a 

diagrammatic analogue (e.g. amalgamation, motion 

discontinuities) and the further issues raised in this chapter 

are evidence that diagrams may play a more fundamental rcle in 

the student•s reasoning. 

I would like to point out a few issues that the use of 

analogues does not ccncern. one is that the ability to 

discover analogies is not a prerequisite to the use of 

analogues; the use of analoguEs is not concerned with their 

discovery. There are many analogies which have been discovered 

and transmitted from one generation to the next. Secondly, 

analogues have no special connection with the property of 

continuity. Certainly, a characteristic of a particular 

analogue may be that it is continuous, but this is hardly a 

prereguisite condition. Similarily, although the emphasis in 
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this paper is on analogue~ vbich ha~e as one of their 

properties tvo-di••~•ionality, this 1$ not a necessary 

characteristic. Finally, reasoning with analogues is not 

intended as a substitute. for other kinds of more abstract 

reasoning, nor do I clai ■ that through the use of analogues o~ 

can enlarge the class of computable functions as defined by 

Church's Thesis. 

t 
I 
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ll:2 1JlJ,lgil .AU Analog™ 

When there is an analogy between two entities then they 

are each analogues of the other. Polya defines analogy: 

"ARU.52.9.I is a sort of si111ilari ty. • •• similar obiects agree 

with each other in some aspect. If you intend to reduce the 

aspect in which they agree to definite concepts, you regard 

those similar objects as ~iAlml.2.Y.§.L ••• two §i§U~~ a~e 

analogous, if they A,gil§ iD £lill1I ~li.U.!ll§ .~.!lli2ll§ .2! 

!!ti, I~ll!£lll! mts," (oriqinal emphasis).• 7 Although 

almost ali things are analogous on a trivial level, some things 

are strongly analogous in that there are numerous relationships 

involving total or large subsets of their respective parts 

which agree. The ~ngredients of Polya•s definition are present 

in Slo ■an•s discussion of analogical representations: "if R is 

an analogical representation of T, then (a) there must be parts 

of R representing parts of T, as dots and squiggles on a map 

represent towns and rivers in a country ••• and (b) it must be 

possible to specify some sort of correspondence, possibly 

context-dependent, between properties or relations of parts of 

Rand properties or relations of parts of T ••• " 18 

There are many examples of analogues: a ■ap is an analogue 

of the geography of an area; water waves are an analogue of 

light vaves; the circuit simulation in the SOPHIE system of 

Brown, Burton and Bell•• is an analogue of a real electrical 

circuit; a two-dimensional array is an analogue of a piece of 
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paper; the diagrams used by WHISPER aie an analogue of a blocks 

vorla. In the case of water versus light waves and in the case 

of circuit simulation, the correspondences constituting the 

analogy are not betvee~ static aspects of the entities but 

rather between aspects of their behaviour. Thus the •parts• 

referred to in the above definitions, particularly in Polya•s, 

aust be interpreted very broadly to encompass a notion of a 

•part• of behaviour. 

behaviour of light 

Per example, diffraction is a part of the 

for which there is a clearly definable 

correspon~ence to the diffraction of water waves. 

A lot of the murkiness surrounding questions of the ase of 

analogues, especially their efficiency, derives from confusing 

the issues of the construction of the analogue with the issues 

of its use. Once an analogue exists it can be utilized 

independently of its origin. A central question then is 

whether it is possible to obtain more results from the analogue 

than are J!XRli~illI ~§.£Ii~.2 in the construction of that 

system. 

The answer to this question is yes on two qr~unds. The 

fir~t is that the analogue need net be strictly internal to a 

machine, i.e. it need not take the form of a simulation. This 

is the case for analogues such as maps, diagrams, and scale 

models. For eiaaple, if we wish to determine the stability of 

a pile of blocks in a blocks world situation on the surface of 

the moon, then ve could construct a similar pile of blocks on 

earth and determine the result by experiment. The experimental 
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result is acquired •tor free• in that there is no need to 

describE the behaviour of the blocks on o.arth in order for them 

to behave correctly. However, since the behaviour of the two 

situations is not identical, the experimental results must be 

interpreted on the basis of the analogy. Interpretinq the 

results (e.g. converting accelerations) requires establishinq 

and executing a ■ethod to handle discrepa .ncies. The basic 

point is that we don't need a theory of blocks behaviour on 

earth or the moon; ve need only know t.he analogy Ci. e. the 

mapping) between them. 

The- second reason for answering yes is da•onstrated by 

WHISPER. The two-dimensional structure of a piece of paper is 

partially simulated by a two-dimensional array. Thus it is 

necessary to describe some of the asp~cts of two-dimensional 

space and to simulate these aspects computationally. All that 

this simulation consists of is the usual function, mapping 

coordinate pairs into positions in the storage vector. It is 

not necessary to describe any of the ether topological 

properties of 2-space (e.g. the triangle inequality, since its 

validity derives from the properties of the array). In 

addition, there are procedures for rotational and translational 

transforaations of points in the array. The resulting system 

consisting of the array and the redrawing transformations is 

analogous (when objects are represented by sets of points) to 

the blocks world with respect to the behaviour of objects in 

terms of their possible motions. Thus we do not get motions 
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for free since it is both necessary to describe them and to 

co ■pQte them. Hove~er, Mhen an object is aoved there are many 

side effects of that action which propagate in the analogue 

without their being eip~icitly described in advance. When 

WHISPEB ■oves an object none of the other objects move; the 

shape of the object is preserv~d; the total amount of empty 

space is conserved; the areas of empty space are updated 

properly; its contacts ~ith other objects are updated; and the 

shapes for ■ed by groups of objects change. These properties 

are accessible as a quick fetch by the appropriate perceptual 

primitives. n~ UR.!!£!.§ 52! .th~ R~ViQU 2.t .th£ lU~.Al~ 

~li! ll! §.!.Elicislx .s~ili.9 lli R.Y.il.t ill i.Y.Iil!g .ill 

illl!.!~l!!~ t i_gn., 
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Using an analogue in reasoning invclves interacting with 

it through experimentation. To find the outcome of a given 

change in situation s, an experiment is conducted in an 

analogous situation A (a corresponding change is made to A), 

and the result of this experiment is interpreted in tetms of 

the original situations. The class of meaningful experiments 

and their interpretations is determined by the correspondences 

defining the analogy between s and A. Since the analogy 

provides a means of interpreting states and events of A as 

indicating the occurrence of particular states and events of s, 

A represents s. The analogy defines the semantics of the 

analogue, A, as a representation of s. In Pylyshyn•s 2 0 terms, 

it provides us an SIF (semantic interFretation function). 

In addition to a static state of the analogue A denoting a 

state of s, A can also be used to represent the dynamic 

behaviour of s. This is a result of the tvc modes of 

experimentation: aeasure ■ent of aspects of the current state, 

and measurement of aspects of the subsequent state or sequence 

of states arising from some change in the initial situation. 

These will be called £.2.lliJJl.YilllOM.! and 1!~.hs\.!.l.Q.!!£s1 modes of 

experimentation. An experiment, therefore, either determines 

the current physical configuration oc it determines th2 

subseguent behaviour deriving from a change in the curreut 

configuration. It is because an analogy can spec Lfy 
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correspondences between situations in terms of their static 

configuratious, as vell as in terms of their behaviour, tbat 

these tvo ■odes of experi ■entation arise, and that an analogue 

can represent both the static state and the dynamic behaviour 

of a situation. 

An example of a configurational experiment is measuring 

the distance between two points on a map. The interpretation 

of this ■easure ■ent is made on the basis of the analogy between 

the map and the geography it represents. An example of an 

expari ■ent in the behavioural mode is increasinq the velocity 

of the wind in a wind tunnel containing a ■odel airplane. 

Changing the velocity is a change in the state of the situation 

fro ■ vhich ■any other effects of the behaviour of the 

wind-model system follow, such as an increase in lift of the 

wings. These _resultant effects are interpreted as indicative 

of si ■ilar effects which would occur as the result of 

increasing the velocity of a full sized airplane in flight. 

The interpretation may, hoiever, not involve simple linear 

scaling as in the case of the map, but a more complei 

conversion. 

Although analogues can be used as representations this 

does not imply that tbey immediately serve as representations 

aanipulable internally by a computer. l representation is 

useful, nonetheless, if it is ■ore manipulable than that which 

it represents. Thus a pile of blocks on earth, representing a 

pile of blocks on the moon, is a useful representation since 
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determinations about the blocks on the moon can be made without 

visiting the ■oon to observe the■• such representations are 

useful to people at least, and I see no reason why thP.y shoald 

not be considerEd to be useful to a machine. 

The advantages of analogues to WHISPER arise primarily 

during problem solving rather than in the long term storage of 

infor ■ation. A problem solving program need not be able to 

invent the appropriate analogue. The method of ccnstructing an 

analogue fro■ a descriptive representation can be defined in 

advance for the progra1, Thus a program does not need to store 

a large inventory of 'pictures•. 

This is siailar to the graphics metaphor which Kosslyn 21 

has advanced as a theory for the storage and construction of 

visual images which humans subiectively experience. His 

analogy is that of a co~puter graphics tErminal displaying 

pictorial information presented to it in terms which are very 

non-pictorial in nature (usually in terms of the coordinates of 

two points between which a line segment is to be drawn). If 

some sort of equivalent exists which is the •screen' for visual 

i ■agery, then it is not necessary to literally store a picture 

in order to have the subjective experience of visual imagery. 

Similarly, it is not necessary to store pictorial diagrams in 

order to utilize diagrammatic analogues. This issue vill be 

discussed at greater length in Chapter v where I propose an 

alternative to the array encoding of diagrams. 

The behavioural and configurational modes of 
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experi■entati_on and the representation of the states and events 

of one situation by the analogous state• and events of another 

situation result in two advantages (behavioural advantages and 

configurational advantages) which a system can derive fro■ 

interaction vith an analogue. These tdvaDtages will now be 

discussed. 
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~ "_gya Q ta~.§ ~ J.Jl.l.l.9.9Jlll 

I vant nov to classify the benefits derivable from 

analogues in terms of the two modes - behavioural and 

configurational - of experimentation discussed earlier as the 

basis of the interaction between a system and analogue. The 

WHISPER system relies upon and demonstrates the usefulness of 

many of these benefits. There are, however, further aspects 

which have not been touched upon by WHISPER, and also further 

exa ■ples of proble■ s whose solutions are simplified by 

appealing to analogues. Different aspects of analogues are, of 

course, applicable to different problem domains; this is one 

reason they are not all damonstrated by WHISPER. To take 

further advantag~ of analogues, as well as tc apply them to 

other domains, would require extensions and modificaticns to 

the current system. 

it should be clear 

On the basis of the current implementation 

that only reasonable extensions to the 

perceptual primitives vculd be required in order to handle the 

exa ■ples discussed belov. The qualitative knowledge is the 

doaain dependent part of the system, and as a result would 

require almost complete replace·ment vith the knowledge relevant 

to any ne~ do■ain. The feasibility of using analogues in 

proble ■ sol•ing has be~n demonstrated, I believe, by the 

WHISPER system; the generality of using analogues, especially 

diagra11 ■atic analogues, follows from the examples below. 
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One of the ■ain advantages of analogues is that it is 

possible to represent action by analogous action. There is a 

difference bet1een the descriptive encapsulation of action in 

lavs of beha•iour (e.g. as equations of motions), and the 

representation of action by dynamic b~haviour itself. It is 

computationally easier to reason about action by observation 

than to reason vith denotative descriptions of action. In a 

given situation the effects of an action propagate ~ntil all 

the ramifications of the action have been effected. If such a 

situation is used as an analogue of another situation, and if 

the analogy is strong enough, then the effects which are 

propagated in the analogue vill correspond to effects 1hich 

follow fro ■ a.n analogous action peifor ■ed in the represented 

situation. The •frj-e• Froble ■ is concerned precisely with 

this propagation of the side effects of actions, which is why 

analogues overcome (for those situations in which an analogue 

can be found) the 'frame• problem. 

WHISPEB has already demonstrated some of the behavioural 

advantages which result from the use of analogues. When the 

action of ■oving an object is performed in the diagra ■■atic 

analogue the side effects of the changing contact and support 

relationships, the changing shape of surfaces over which 

objects ■ ight slide, the changing shaFe of empty space, and the 

unchanging shapes, areas, and positions of the unmoved objects, 
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are all propagated correctly and in an analogous manner to the 

way in which these relationships change or remain unchanged in 

the physical world the diagram represents. A discussion of 

further behavioural advantages follows. 

Figure IV-1 depicts a geometry example. Two 

representations of the triangle ABC are given, one 

diagrammatic, the other in terms of its vertex coordinates. An 

advantage to using the diagrammatic representation arises if 

one makes a geometric construction, e.g. joining points A and 

D. Assu ■ing that an intersecticn point recognizer is available 

as a perceptual primitive, the new point, E, created by 

intersecting AD and BC, is automatically present in the 

diagram. In the coordinate representation the construction 

vould be represented by the simple addition of the assertion 

(SEGftENT l D), but this does not produce the Dew point. 

Adding the assertion triggers a demon which computes any 

possible intersection that AD might make with all other lines 

(curved or straight). This has several disadvantages. The 

possibility that a new point will be created by the 

construction of a line Eegment must te anticipated in order 

that the demon be written. The demon must be reasonably 

complex in that it must know how to calculate the intersection 

of a line segment ~llh lll ~ossill~ ~YX~ jhl£h £an ~£!!..L. If 
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a new curve type is introduced, th~ demon must be expanded to 

handle it. When a line segment is constructed the demon 

procedure may be called totally unnecessarily if the seqment 

does not int9rsect any other curves. More important, holiever, 

is that the possible intersection of the new segment with each 

of the other curves must be considered separately. 

In the diagram the new point is derived implicitly through 

the two-dimensional structure of the diagram, and the explicit 

representation of all the points constituting the curves. The 

new point must of course be recognized as such, but we may say 

it exists, provided that a r~cognition primitive is available 

to fetch it. It is not necessary that the pcint be recognized 

when it first appears and continually re-established every time 

a change is made to the diagLam. It is possiblE that a 

construction could have some other effect which would in the 

proof of some theorem lead to other ccnstructions. Only then 

would the first intersection point become significant. The 

point can be iqnored until such time as the examination of the 

diagram for the set of all points is motivated by a requirement 

of the proof process. The point will still be correctly 

recognized, if needed, even though no computation has been 

expended to assert its existence. 
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A com ■on problem is the description of a situation which 

results fro■ the co ■ bination of the descriptions of two or more 

other situations. The original descriptions must be 

amalgamated in some way to form a new one. WBISPER's 

amalga ■ation of object and curve descriptions was discussed in 

sections II-3.2 and II-9.2. 

Another exa ■ple of the amalgamation problem arises in the 

space planning proble■s described by East ■an 22 in which 

furnitur~ or machinery is to bE placed in a room so as to 

satisfy a gi•en set of constraints. The original specification 

of these constraints has the form: •the sofa must be against 

the wall' and •it mast be possible to see out the window from 

the sofa'. To find the set of all positions satisfying these 

constraints it is necessary to combine the constraints in so■e 

way which is more meaningful than their simple conjunction. 

Eastaan suggests a technique which he did not implement called 

ll2.E£ll.!! locatiQU .9§neratio», which is based on the use of a 

diagrammatic analogue of the room, objects, and constraints. 

His suggestion is to display a sche ■atic of the roo ■ at a 

graphics terminal, and then to shade that space in which the 

next object to be located is const~ained to lie. The shaded 

area represents the constraint on the object's possible 

positions, and the conjunction of one or more constraints is 

represented by the greater screen intensity resultinq in the 
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areas where the shading overlaps. The constraint space is thus 

represented by space on the screen, and the way in which 

constraints interact is represented by the analogous way in 

which multiple shading of the scieen results in increased 

intensity. Amalgamating the constraints on the objects to be 

placed in the roam is therefore very easy. 

Eastman•s proposal facilitates human interaction with the 

problem solving program. The representation of the constraint 

space, by space on the graphics terminal screen would be very 

useful to a human problem solver; there is no reason why it 

should not be as useful to a problem solving program if array 

space were used instead of graphics screen space. Greater 

screen intensity could be represented by array elements of 

greater magnitude, and the array could be examined by WHISPER's 

eye. 

It is easy for WHISPEB to amalgamate the descriptions of 

its objects. It refers to the objects by the array values 

which compose them, so combining two objects into a new object 

only requires the construction of a name which is the union of 

their values. The combined set of points of both objects is 

the com~lete description of the new object. All the properties 

which are needed in deciding its stability are derivable from 

this description. The amalgamation of the descriptions of the 

contour of objects is essentially a by-product of the 

amalgamation of object descriptions. 
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i!=~&~ ~lliiu.ational jdvan~A™ 

Configorational aavantages derive from the representation 

0£ relations by analogous relations, in contrast to the 

behavioural advantages which derive from the representation of 

action by analogous action. Static states or configurations of 

an analogue, A, of a situation, s, correspond in a simple way 

to configurations of s. Parts of A correspond to parts of s, 

and relations between parts of A correspond to relations 

between parts of s. As Sloman 2 3 has pointed out this ■eans 

that relationships of s are represented by A without being 

explicitly .!!.Uil in A. 

An important consequence of not having to name the 

relationships is that an analogue can explicitly represent many 

■ore of tbea than would otherwise te feasible. For example, 

the distance relationships between all pairs of geographical 

points is explicitly represented by the distance relationships 

between corresponding pairs of points on a maf. It would not 

be possible to store this potentially infinite set of 

relationships if each had to be explicitly stated. some 

examples in which the representation of such relationships is 

important are discussed below. 
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An heuristic that Polya emphasizes about solving problems 

is to draw a figure illustrating the data. one problem he 

discusses to which I will give a related but somewhat different 

approach is: "We are given three points A,B, and c. Draw a 

line through A vbich passes between Band c and is at equal 

distances from B and c."2• The solution to construction 

proble ■ s of this sort is not really the final diagram but an 

algorithm for its construction. A detailed acccunt of a 

co■ puter program which solves geometrical construction problems 

is given by Funt2 5 A diagram of the problem would act as a 

model and could be used in the same fashion as Gelernter•s 

Geometry !achinez• did for the proof of theorems. Gelernter•s 

system is provided with the diagrams it uses as models in the 

form of a coordinate specification of their points; however, 

creating the diagrams from the hypotheses of a theorem or the 

statement of a Froblem is generally a ncn-trivial task. 

Visual feedback from the diagrams as they are being 

constructed can be used to bootstrap from a diagram only 

partially fulfilling the conditions of the problem to one which 

completely satisfies them. A partial diagram fer Polya•s 

example would be just the three points as in figure IV-2. A 

line can then be drawn through A in any direction and then 

rotated (figure IV-3) about A until the distances between it 

and the points Band Care equal. Measurement is the basis of 
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this test. The rotation could be accomplished by WHISPER's 

visualization process or it could be done by the systematic 

generaticn of new lines. The main point is that feedback from 

the diagram ie used both to test for the condition and to 

suggest a better orientation for the line; constructinq a 

diagram which looks correct in this way is easier than solving 

the original prcblem. 

In the final diagram, figure IV-4, all the relationships 

exp~essed in the problem statement a~e explicitly represented. 

It is an analogue of the more general entity described by the 

conditions of the problem. All the relationships between the 

generalized points A,B,and c, and the generalized line passinq 

through A hold in the diagram bEtween the specific points 

marked by the dcts on the paper. Thus, in this case at least, 

an analogue is a model of the problem. It is necessary to 

distinguish two analogues in this ~xample. These are: the 

analogical representation of the three points and a random line 

used to help in the construction of the final model, and the 

final mcdel itself, alsc an analogue. 

After th~ approximate orientation of the line is 

determined by feedback the problem is easily solved using the 

analogical properties of the diagram. connecting points E and 

c results in the intersection point D. The hiqh level reasoner 

now uses the retina to inspect the diagram for interestinq 

features (e.g. symmetries, si1ilarities, equal angle~ or 

lengths) and finds that BD and CD are of equal length 

I 



150 

B 
• 

A 

, 
C. 

FIG-URE Ilf-'+ 

A 

C. 

FIGURE N-5 



151 

(figure IV-5); this is the key to the problem. The diagram is 

essential to its discovery. 

Strong clues to the derivation of the final solution are 

provided by approxi~ation diagrams, since relationshi~s between 

parts in the specialized situations they depict have stronq 

analogical correspondences with the g~neral relationships in 

the abstract geometrical situation. These correspondences 

provide some justification for turning a specific relaticnship 

in the diagram into a general hypothesis about the general 

validity of the relationship. Proving this hypothesis becomes 

a subgoal of the original Froblem. In the current example, 

establishing BD=CD as a worthwhile hypothesis is the most 

formidable part of the problem; proving this hypothesis is not 

difficult. 

We are all familiar with the experience of being sc near 

to a picture that it is unintelligible, while standing back 

from it makes it suddenly understandable. This is particularly 

common with digitally produced pictures en a line printer. 

Fine detail seen close to the picture, e.g. the individual 

characters in the printout, or patterns or words they might 

form, is irrelevant to the interpretation of the picture. Ths 

picturE must be examined at a grossed level of detail as some 

vision systems (Ke1ly27 and Shirai2 8 ) have don~. The 
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extraneous detail cannot just be ignored, it . ■ ust be smoothed 

or blurred in such a way that the i ■portant qualities of the 

next level of detail are not simultaneously eliainated. The 

amazing thing is that the process of moving away fro ■ the 

picture creates exactly the right kind of transition from one 

level of detail to another. This smoothing is a function of 

the optics of the situation and the fix~d resolving pover of 

the eye. The detail eliminated and that retai .ned is a 

consegoence of the physics of the situation, net of the 

execution of any filtering algorithm. The physics of the 

situation dictates that proximity is the basis of the blurring. 

Thus, neighbouring ele ■ents meld. 

Part of the effect of blurring is to turn digital data 

into a for ■ which has more of the characteristics of continuous 

data. Smoothing reduces the number of discrete facts which 

have to be dealt with. Formal representations have a digital 

or discrete quality in that they are composed of a large number 

of distinct aiioms ct assertions. The problem is that there is 

no easy way to blur an axiom or a grcap of axio ■s. The problem 

of blurring axioms is ~insky 1 s2 9 nearness problem: If ve know 

Near(A,E) and Near(B,C) then under certain circumstances it 

vould be correct to deduce Near(A,C); but this cannot continue 

indefinitely for Near(C,D) and so on, becausE at some point it 

vill not be the case that A is near X where I is related to A 

by a sufficiently long chain of nearness links. The proximity 

of points in a diagram is not explicitly characterized , by 
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statements of this kind, but is a function of the diaqram•s 

topclogical structure. The result is a smooth transiticn of 

the relaticnship bet~een points as the context and level of 

detail in viewing tbem changes. 

Blurring which is based on pcoximity may or may not be a 

useful transformation of d€tail, depending on what is 

represented by the diagram•s proximity structure. In many 

cases physical proximity in a diagram does seem to indicate a 

kind of organizational proximity in the domain represEnted. 

Also grouping on the basis of proximity is frequently a 

beneficial reorganization of the situation represented. For 

example, clusters of boxes on a flowchart er components in a 

circuit diagram are often indicative of a clustering on the 

functional level. Elements related by their physical proximity 

function tog~ther closely as part of a larger qlobal module. 

The colour spectrum produced by a prism has proximity of 

frequency represented by spatial proximity. In normal musical 

notation proiimity in the vertical corresponds to proximity in 

frequency while proximity in the hcrizcntal corresponds to 

proximity in time. Although it is not the case in all of these 

examples that appropriate clustering will automatically occur 

simply by moving a~ay from the diagram, the explicit 

representation of a proximity relationship in the situation of 

interest by analogy to the spatial proximity of marks in a 

diagram frequently weans that changing the level of detail at 

which the diagram is viewed results in an appropriate and 
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corresponding change in the level of detail at which the 

represented situation is considered. If tbe proiimity 

information of a situation is not contained in a 

representation, then it is very difficult to vary the level of 

detail at which the situation is to be considered. 

Since the r~solution of the eye decreases with the 

distance fro■ the center of the retina, fixating the eye at a 

different location while maintaining it at a fixed distance 

fro ■ the diagra■ also results in a restructuring of detail. 

The blurring effect is similar to that already discussed except 

in this case the resolution is varying while the distance 

remains fixed, whereas in the previous case the distance was 

varied while the resolution remained fixed. Changing the 

fixatioD point changes the relative attention paid to the 

detail in different parts of the diagram. The coarser detail 

of the surrounding area provides a context for the finer detail 

at the fi%ation point. In a sense the diagram is being viewed 

simultaneously from varying distances. The structure which 

remains after blurring on the periphery establishes a context 

for interpreting the structure of the detailed unblurred 

information on the central portion of the retina. 

I 
I 
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An obvious example of planning is discovering a path 

between two points along which a given object can be moved. A 

straight line joining th~ two paints is a first order plan. If 

this plan is represented analogically as a line in a diagram, 

then the plan can be examined tc find th~ bugs in it. It is 

easy to anticipate collisions by simply looking at the amount 

of emFtJ space near the path. If at some point the distance 

between the path and another object is less than the •radius• 

of the object to be movEd, then a collision will result. The 

collision pcints can he dealt with in the order they arise on 

the path and be eliminated by introducing detours. It is 

important that a detailed analysis of possible collisicns is 

ceguired at only a few points, and not at all (or even a finite 

approximation to all) points along the path. Additionally, it 

is generally straightforward to determine a detour which will 

circumvent the difficulty without much trouble, because it can 

be seen whether or not the collision is a result of objects on 

only one side of the proposed path. Without the explicit 

representation of empty space and the proximity relationship of 

the path to objects in the environment, these two advantageous 

factors would be lost. 

Clearly, the three-dimensional version of this problem is 

more difficult than the two-dimensional case just discussed. 

There are two solutions: use a three-dimensiotal analogue such 
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as a scale ■odel, or decoaposa the three-dimensional case into 

a sequence of two-dimensional problems. I think that most of 

the problems which people are able to solve easily can be 

handled by the d~composition method. If a problem is 

difficult. then often a 3-D scale model is built or the problem 

is directly present in the world, so the vcrld serves as its 

own representation. The type of planning vhich can be 

accomplished is very similar to the two-dimensional case, 

whichever method is used. 

Iv- " I ~ IAllll.!llu 

Although so far I have 

facilitating a feasible 

only emphasized 

implementation of 

parallelism as 

the perceptual 

primitives, this is just one side of the issue. An important 

advantage of diagrammatic analogues, at least, is that they 

provide an application fer a powerful, but seldom used tool 

parallel processing. The parallelis ■ and orqanizaticn of 

WHISPER's retina make it a particular kind of computational 

structure vhich is applicable to only certain kinds of 

underlying data structures. The prime example of these being 

WHISPEB's diagrams. 

Parallelism is applicable to diagrammatic analogues 

because of the amount and uniformity of the information they 

hold. They contain the partial extension of a set of axioms 

rather than the axioms themselves. For example, WHISPER's 
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diagrams ccntain the ~oints en a line segment AB rather than 

just the two points A, B, and ao axiom expressing which other 

points are on the line. If the exte~sicn is first generated, 

than as WHISPER demcnsttates, parallelism is applicable. 
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ll:2 J!u AJl.!J.Rgues .Im~ ~.ll ~Rft~Yllt.M2U 

There is a spectrum of analogues with respect to the 

complexity of their underlying descriptions. In section IV-2 I 

discussed how an analogue could haye components of both 

physical and computational structure. The computation is based 

on the underlying descriptive model. l decrease in the 

structural si ■ ilarity between the physical aspects of the 

analogue and the situation to which it corresponds leads to an 

increase in the coaplexity of the requisite description. 

At one end of the spectrum is the world itself. The vorld 

si ■ulates itself and does not operate by following an 

underlying description of its own behaviour. The next point on 

the spectrum corresponds to scale models, like maps or model 

airplanes. In these there is a strong similarity between the 

physical structure of the analogue and the physical structure 

of the reality they represent. All that is required in 

descriptive terms are relatively simple rules for discrepancies 

due to scaling. Simulations such as SOPHIE, ~bich are €guation 

bas~d, lie at the far end of the spectrum. They are totally 

dependent upon an underlying descriptive model. It is 

necessary to bE able to completely describe the domain before 

simulating it computationally. Also this final point on the 

spectrum corresponds to analogues which rely on deduction and 

axiomati2ation. A theorem prover vill simulate any domain 

described by the axiomatization supplied to it. Aqain, it is 
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necessary to completely describe the domain of interest. 

Formulating a sufficient axiomatiz1tion is often a very 

difficult task. 

In general, formal descrip~ions of situations are 

incomplete, and more than one situation will fit the 

descrii:tion. (The axioms have more than one model.) It is 

difficult to design a description such that a unigue situation 

will fit it. Oft€n we are interested in a single situaticn, so 

it would be advantagsous to construct descriptions which are 

exhaustive in the sEnse that they de ccnstrain the set of 

possible situations to just that one cf interest. 

a description admits mere than one model the 

conclusions drawn are cf greater generality. Any conclusion is 

valid for all the situations which fit the description not iust 

the situation of interest. It seems self-evident that 

generality costs. A reasonable gcal would be then to reason in 

nc more qenerality than necessary. 

Consider again the spectrum of analogues. Although it is 

theoretically possible tc provide adequate descriptions for the 

denotative model, it is seldom the case that they are provided. 

At the end of the spectrum requiring the least formal 

description, the requisite infcrmaticn is contained implicitly 

in the physical medium or data structure. The medium acts as a 

complete description of itself. Further alcnq in the spectrum, 

the properties of the medium have to be described as well, and 

it is often precisely some of these prcperties which are 
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overlooked or taken for granted when formalizing a domain. 

lh.Y§ i~yoki.n.g .aJa.lQ.9.y!§ !! ll~ .!!2.tl~ .ill~~! lli ~~!~~• i§ ~ 

llll .2.! .»tilju.ng iJl.i.2.UJAti2.tl llis.b ll RI§.llll! in !.U 

kepr§sentiu •ggi.9.J!!, m Mbi~h u ~g! in mt.i .. ~.i~uuli 

llil.!il!,2g~ 1.9 w,act!,lll ~.i.E!iYtl!~ 

Adaitting information into the problem sclving process in 

this way avoids two problems. The first involves reasoning in 

greater generality and hence at greater cost. The second 

involves solving subproblems which require deducing results 

about the medium which are harder to obtain than a solution to 

the original prcble■ appears to be. 

In avoiding this second problem it is often necessary to 

give such high level tailor-made descriptions that the solution 

is virtually contained in the description. This is the case, 

for exa ■ple, in the •monkey and bananas• problem where usually 

it is given that if the monkey stands on the box, then it will 

be able to grasp the bananas (This is not to say that the 

monkey does not require some high level qualitative knowledge 

and a high level planner, just as WHISPER does). If this is 

not given, how is the monkey to deduce that standing on the box 

will solve its problem? A real onkey in a real situation 

could simply try the experiment of standing on the box; an 

abstract monkey thinking about the abstract situation would 

have to be given further information about its height, the 

length cf its arm, the height of the box, and the height of the 

bananas. If any of this information is omitted, it will not be 



161 

able to solve the problem. In addition, the subproblems of 

determining the distance from the top of the box to th~ bananas 

and the length of the monkey's reach are now b~cominq more 

difficult prcblems than the main problem of hypothesizinq the 

box as the possibte key to the soluticn. 

The advantaqe of using analogues is, ther~fore, that they 

provide a way of bringing information present as properties of 

the medium into the problem solving ~rocess without explicitly 

knowing and describing what these properties are. Furthermore, 

the presence of this information is important in both (a) 

reducing the generality of the reasoning ty eliminating the 

unanticipated matching cf one situaticn•s description by other 

situations, and (b) eliminating the need to deduce results 

about the medium itself from a description of its properties. 

This is true whether the medium is a physical one existing 

outside the conventional confines of a machine, or existing 

within through simulation. A medium can be simulated, as in 

the case of the simulation of two-dimensional media by 

two-dimensional arrays, withcut first describing its 

properties. Thus even in the case of a simulated medium, wh€n 

it is used as the basis for an analogue, its prop~rties still 

become part of the problem solving process without the need of 

prior description or formalization. 
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iHISPEB 1 s use of array diagrams parallels human use of 

diagrams. Nevertheless it can also use analogues without an 

array diagram by creating •images• on its retina paralleling 

human visual imagery. The retina can 'look at• and process 

information represented in a non-pictorial form. 

Analogues very similar to those provided by the array 

diagrams can be created and used directly on WHISPER's retina, 

because it also has two-dimensional structure. The retina is 

basically a t~o-dimensional array of processors, although. in 

contrast to the diagram array. it is circular, not square. The 

neighbourhood linking of each processor and the way that 

processor values are set is responsible for the two-dimensional 

character of the retina. Of course, the processors themselves 

need not be aligned in a plane as they are depicted in the 

picture of WBISPEB's retinal bubbles, figure IV-21. 

The diagram can be eliminated and the analoqical use of 

diagrams retained, if there is a method of filling the ~etina 

fro ■ an underlying representation distinct fro ■ a diagram. 

Since all of WHISPER's interaction with the diagram is throuqh 

the retina, it is dependent only on th€ retina and not on the 

diagram itself. As long as there is a mechanism whereby the 
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retina is filled correctly, WHISPER will be unaware that a 

diagram is missing. The method of filling the retina from the 

underlying representation must. be fast, however, because the 

retina is refilled every _time it fixates at a new location. 
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I=l llliili lag .lllli.ns 

The retina's parallelis can be exploited in mapping from 

an underlying representation to the retina. Assume that the 

underlying representation is in the form of a set of straight 

line equations together with the coordinates of the endpoints 

of the line segments. For each line segment equation, the 

retinal supervisor would broadcast it and its endpoint 

coordinates to all the bubbles, asking them each to execute the 

following si•ple algorithm: 

(1)Let D equal the perpendicular distance from the center of 

the bubble to th~ line. 

(2)If Dis less than the radius of the bubble, then set the 

bubble value •on•. 
(3)Ctherwise, do nothing. 

The time taken to map from the underlying line segment 

description to the retina would be directly proportional to the 

number of line segments. 

The same method is applicable to mapping descriptions 

based upon other types of pri ■itives (other curves, surfaces, 

or volumes) for which there is a simple way each bubble can 

determine if it is ~ithin the section of the retina affected by 

the presence of a primitive element. Irregularly shaped areas 

could be described by their decomposition into triangularly 

shaped pieces (figure V-1). In filling the retina, each bubble 

would only have to determine its own presence within the area 
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defined by a triangle. The time required would be proportional 

to the nu ■ber of triangle~ in the decomposition. In the case 

of a 3-D primitive, each bubble would be required to determine 

whether it is in that section of the retina lying under its 2-D 

projection. 
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The above scheme has several anvantayes ov6r the array 

representation cf diagrams: 

(i) There is a significarit saving in storage space. Describing 

surfaces in terms of primitive segments cf area is much mor~ 

compact than saving all the points which are on the surface, 

(ii) The resolution is less limited. The retina could zoom in 

on any section of the represented entity to whatever extent it 

wished. In the case of the array, it could net obtain tetter 

resolutiori than that defined by the size cf the array. Using 

the proposed scbemE, r~scluticn is limited cnly by thg number 

of primitives which are used in describing the entity. This 

number can be increased indefinitely when the description is 

constructed. If suitably organized, only a subset of these 

need be projected onto the retina at any one time; mor~ can be 

projected if greater rescluticn is required fer same purpose. 

(iii) There is the possibility of utilizing 3-D antities. Each 

fixaticn would only provide a 2-D projection, but the fixations 

could b€ made from different perspectives. 

The primary difficulty which arises in replacing the array 

diagram with a different description is in applyinq 

transformations to it. Non-linear transformations would cause 

ths greatest difficulty because the shape of primitive elements 

would be changed. For linear transformations, the 

transformation would be applied identically to each of the 
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primitive elements. In line segment descriptions, fo:t example, 

the reco■putation of the endpointi of each segment according to 

the transformation is all that is necessary. If the primitive 

elements are solids, described in terms such as Pahlman•s AT 

arrays which utilize a homogeneous coordinate representation, 

then transforaation can again be applied uniformly to each 

element. 

I 
-· 
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Employing a WHISPER-like Ietina filled from a 

non-pictorial underlying representation agrees with Kosslyn•s 

theory of human visual imagery. 

"A computer graphics metaphor: A visual image is considered to 
bear the same basic relationshii to its underlying structure as 
a pictorial display on a cathode ray tube (CRT) does tc the 
computer program that generates it. The underlying 'de€p' 
structure is abstract and not experienced directly, whereas the 
image itself seems pictorial in nature. we are not claiminq, 
however, that the psychological analogue to the CRT displays 
pictures as such; rather, this structure is characterized as 
supporting internal repr esentations (whatever they may be like) 
similar to those that engender the experience of perceiving a 
picture when a person is viewinq one."30 

The value cells of the bubhl~s of WHISPER•s retina servE the 

role of the display screen, and the function of the electron 

beam is replaced by parallel executicn of the retinal 

processors in filling this •screen•. The retinal structur9 

does support an internal representation similar to that 

produced by viewing one of WHISPER's array diagrams (the 

closest thing to viewing a picture). Rosslyn also suqqests 

that "subroutines for displaying lines, arcs, and a set of 

basic patterns might §~il~ as primitives" (original emphasis) 

in a "hierarchical representation'' f~om which the display would 

be generated. 3 1 Again this is similar to the above proposal for 

replacing the array diagram with a line dravinq composed of 

line segment primitives. 

One hypothesis Kosslyn is lead ·o by the graphics metaphor 

is that there would be capacity limi•ations. There might be 



170 

limitations on how detailed the generating description could 

be, and li■itations on the amount cf .information that the 

display itself could hold at one ti■e. This latter limitation, 

he suggests, aight be like the flicker occurring in CRT 

displays when refreshed with insufficient frequency as happens 

vhen there is a large number of lines to be drawn on the 

screen. 

WHISPEB's retina suggests a different source of 'flicker• 

than the simple fading suggested by analogy with the CBT's 

phosphor. Because the primitives (e.g. line segments) ■ ust be 

displayed serially, as their number increases, so does the time 

taken to 'draw• the image on the retina. Since WHISPER is 

dependent on fixating the retina at many different locations, 

an extreme increase in fixation time vould overload the system 

with the overhead of moving the retina, leading to a limit on 

the_ practical a ■cunt of information vhich can be displayed. 
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WHISPER's knowledge of Physics is far from comprehensive. 

Th€ •snapshot• by its very nature portrays all otjects as 

stationary, whereas some may be moving. To take velocities 

into account requires the addition of a quantitative r€asoninq 

component to its current qualitative kncwledqe. WHISPER 

currently does not integrate knowledge of velocity, 

acceleration, momentum or moments of inertia. These would have 

to be rEpresented in terms of equations which could be applied 

after WHISPER makes its current predictions. 

WHISPER approximates simultaneity by movinq objects one 

after another. This process works for the froblams discussed 

in Chapter II; however, cases exist for which this 

approximation is insufficient. In figure VI-1, for example, if 

B is moved after A is moved, ~hen they will not collide; 

however, if they are moved simultaneously they will collide. 

The diagrammatic analogue can be used to overcome this problem 

by shading the space swept cut by each object as it moves. The 

shaded areas of the diagram could be examined for overlap, 



172 

B 

A 

FIGURE E"-j_ 



173 

thereby indicating that a collision miqht occur. If they do 

ovetlap, further quantitative analysis of th~ angular 

velocities of both objects is necessary. 

The restricted resolution of the retina is its principal 

limitation. The resoluticn cculd be increased by adding morB 

bubbles, but this makes no theoretical difference to the types 

of perceptual primitives it could compute. 

There are two main directions for further research 

relating to the retina: 

(i) ~eplace the software simulation with parallel processing 

hardware. 

(ii) Experiment with other retinal geometries and communication 

links. The rotational visualization and the scaling property 

are artifacts of the current geometry. Other geometries or 

extra communication links might facilitate the visualization of 

translations or rotations of 3-t objects. A different qecmetry 

might also affect the rate at which resolution d~creases with 

increasing distance from the retinal center. A retina whose 

resolution decreases at the same rate as the acuity of the 

human eye decreases might be a qood choice. 

The current set of perceptual primitives is adequate for 

WHISPER's two-dimensional blocks domain. A Eiqnificant 

extension to the perceptual primitives would involve tba 
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additio~ of pri ■itives that extract featurEs fro■ 

two-dimensional projections of three-dimensional scenes. 

I a ■ not claiming that analogues are advantageous in all 

situations; they do have limitations. In section IV-5 I 

discussed hov analogues help reduce the level of qenerality. 

It is not always best to reason about a specific rather than a 

general situation. Sloman gives an excellent example: "If I 

start in room A and then ■ove back and forth between room A and 

roo■ e. which rooa vill I be in after eiactly 377 aoves1n3z We 

do not want to perf~rm an e1periment in an analoque of this 

situation to find the answer. although some experi ■entation 

with an analogue could help formulate or substantiate a general 

hypothesis about the location after an odd number of moves. 

In section IV-4.2.1 and IV-4.2.4 exa■ ples were given of 

how analogues can establish a reason or evidence for an 

hypothesis. This does not, however, quarantee that the 

hypothesis is valid; a good deal of effort could be expended in 

vain attempts to prove it. Thus relationships in the analogue 

■ ay be misleading. For example, if two angles of a triangle 

appeared egual in a geometry diagram the hypothesis that it is 

isosceles is substantiated, but unfortunately so, if the 

eqnality of the angles is coincidental. Some features of the 

analogue may not be generalizable at all. and if the ones which 
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do not generalize are not known, the analogue can be 

■ isleading. For exaaple, WHISPER knows that an object which is 

sy■■etrical about a vertical axis thxough its support point 

will balance (sectidn II-3.3.1). However, if the objects were 

not of uniform density the symmetry of an object could be taken 

as evidence that it would balance, but it would be purely 

coincidental if this hypothesis were valid. 

Sin6e WHISPER's retina fixates at a sequence of points on 

a diagra ■ understandable by a human, one can directly compare 

human and machine problem solving behaviour. One of WHISPEB 1s 

eye movement protocols was given in section II-6. The eye 

movement protocol of a human subject could be rec6rded by 

presenting hi ■ with one of WHISPER's diaqra ■s. This has not 

been done, but could be an interesting exploratory area. Using 

WHISPER as a model for iriterpreting the results of human eye 

movement might reveal soi.ething of the human subject •s 

knovl~dge of Physics, bis problem solving strategy, and his set 

of perceptual p~imitives. 
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A brief summary of the important ideas presented in this 

paper follo11s. 

!I=2..1.1 lll !lllliil 

WHISPER reasons by experimenting with an analogue of 

blocks world situations. The analogue conEists of a diagram 

and transformation procedures which modify it. The static 

configuration of marks in the diagram is analogous in terms of 

spatial relations to tbe configuration of objects in the real 

world, and the behaviour of objects in the diagram under the 

linear transfor ■ations is analogous to the behaviour of 

phys~cal objects. · WHISPER's interaction with the analogue is 

shovn in figure VI-2. 

(a) ilfil.!I!~.l Object .§l!!ll.§..i. There are no object descriptions 

except for the object itself as it appears in the diagram. As 

a result WHISPER handles objects of arbitrary two-dimensional 

shape. 

(b) .!2 !X.!ll f};oqlem: The diagram contains all the information 

concerning the shapes and positions of objects vhich WHISPER 

needs to continue its reasoning after a change in the 

situation. Only the positions and support relationshiFS of 
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objects which should be affected by a change are affected. 

(c) J.!.s..l.ga_uticJl.i. Because the only description of the shape of 

an object is the object itself, amalgamating the shapes of two 

objects is simply a matter of ignoring their •colour• 

difference. 

(d) E•e~.s.§ll! fiopertie§.i. These relate to the amalgamation 

problem. When two objects are combined, coincidental 

align■ents ■ ay cause the combined object to have an interesting 

or useful property. For WHISPER one such useful property is 

that two or more objects ■ ay align so that their surfaces 

provide a continuous smooth curve for a sliding object. 

(e) ]llgiptio!l Qi JWl .fil!5£jU Space is represented by space 

in the diagra■• There is no difficulty describing the areas of 

empty space. This is important when finding a clear path for 

an object. There is no need to prove that a particular point 

in space is unoccupied. 

(f) ]llID!Rg ~tion ~iS£QDllll.9i!ll.§.i. Retinal visualization can 

be used for detecting collisions during rotations. 

Discontinuities in sliding motions are found by examining the 

sliding surfaces for bumps~ hills, cliffs, and objects in the 

vay. 
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(a) iA~allel l~~~lllll!.9l Tbe retina consists of a large but 

fixed number of processors operating in pseudo-parallel. There 

is no need to dynamically spawn new processors. 

(b) .!i~!.i.nsl ~.9.E~,U1:§2I.i. A single sequential processor which 

directs the parallel processors. 

(c) ]~j~lB~~a.Q.Qg ~~.§.§.a.9~ ill§.ing~ Each processor exchanges 

messages with its immediate neighbours and with the retinal 

superviscr. The restriction to neighbourhocd communication is 

important in facilitating a future hardware implementation of 

the retina. 

(d) ]~!.il!.2! .I.QRQlruiY.:. 'Ihe current retinal layout has several 

useful Ftoperties: {i) The resolution decreases from the 

retinal center, (ii) Objects can be scaled by message passing 

along wedge links. (iii) Objects can be rotated about the 

retinal center by message passing along ring links. 

( e) ].Q.!Jill 1..Q.gU~!l.Q,g!l.l .Ili£:~.!.Ys1 Pr j.mj.J;.i..Yf:.§.1 The Percept u a 1 

primitives extract features frcm diagrams. 1hese features are 

assigned different interpretations depending upon the problem 

domain. ThE current set cf percepts includes: similarity, 

center cf area, symmetry, contact points, visualization of 

rotations to discover collisions, nearest and farthest 

locations satisfying an arbitrary predicate, curve tang?.nts, 

convexities and concavities. 
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