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Automatic interpretation of images from 
I 

Technology Satelliti;; 1 (ERTS- 1) can be used 

applications with considerable accuracy. Most 

Earth Resourc-es 

in a variety of 

systems however, 

classify strictly on a point by point basis, with no use of any 

spatial knowledge. Standard photo-intarpretation techniques are 

combined with some techniques from Artificial Intelligence to 

produce an increase in accuracy over a point-by-point 

classification method. Traditional classification methods are 

used to obtain an initial segmentation of the image. Then, a 

controlled region •erging process allows the regions with 

unambiguous interpretations to influence the interpretation of 

neighbouring regions, thereby introducing considerable context 

sensitivity into the interpretation process. Results are given of 

an experiment to interpret areas of different forest cover. 

Multi-spectral scanner, ERTS, maximum likelihood function, 

Artificial Intellig~nce, scene analysis, region merqinq, resource 

inventory. 

Intro_guction 

In 1972 ERTs-i was launched by NASA as part of a program to 

demonstrate the feasibility and practicality of remote sensing 

from space. This satellite offers repetitive coverage of most of 
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2 Segmentation of ERTS Images 

the earth's surface every eighteen days, thereby allowinq easy 

detBction of changes in a particular area of interest. 

The basic component of the satellite is a multi-spectral 

scanner system with wavel~nqths in the .5 to 1.1 micrometer range, 

divided into four spectral bands. The scanner has a field of view 

of 185 kilometers which is transmitted to the earth bound 

receiving stati6ns as a stream of six bit words, each word or 

picture element (pixel) covering an area of approximately q600 

square metres. 

The objective of automatic interpretation is then to produce 

a useful partitioning of the scene presented, placing each pixel 

in one of a number of classes, depending on the application of the 

study. For example, in the periodic tracing of the growth of a 

city it may be sufficient to have only threa categories for a 

qross classification, say residential, industrial-commercial and 

other. while a more in-depth study may delve into more specific 

sub-classes of these larger groupings. 

Because of the low resolution, there are certain limits 

beyond which the interpretation techniques can not qo. In 1971 a 

conference on Land Use Information and Classification (7) provided 

some classification objectives. The participants divided their 

classes into tvo levels, the first consisting of such broad 

groupings as urban areas, water, farming ~tc. Level two 

categories were sub-classes of those level 1 categories for which 

this would be appropriate. For example, the urban and farming 

classes would have many sub-classes which are important in various 

applications. The aim vas to be able to achieve leval 1 through 

the use of satellite imagery and level 2 through a combination of 

satellite and air-photo techniques. It seems that the aims were 

slightly conservative though, since success has been achieved in 
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identifyinq most of the level 2 classes from satellite imagery 

alone, at much less cost than if aircraft had bean used. This 

study attempts to categorize some second-level features in forest 

lands. 

fs&.§t A:tt~.m.et~ 
ERTS classification systems can generally be divided into two 

basic classes: supervised and non-supervised systems. 

Non-supervised classification usually employs cluster analysis (or 

sometimes factor analysis) to automatically group a given data set 

into the most spectrally separable clusters using several 

vavelength bands. Different features of the earth's surface would 

ideally have their own unique spectral response, thereby creatinq 

distinct clusters of points belonging to each feature in the 

spectral space. unfortunately this is seldom the case and the 

clusters usually overlap to some extent, thereby causing errors in 

the classifier. 

The supervised approach requires some ground-truth data as a 

training set so that the various statistical features can be 

calculated from the multi-spectral data for each class. The means 

and the covariance matrix are calculated for each feature under 

consideration and then a maximum likelihood approach is taken. 

The classifier assigns a data point to that class which gives it 

the highest probability of memb~rship. 

~any studies have used these approaches with considerable 

success. Ellefsen et al. (3) and Todd and Baumgardner (12) 

carried out studies in urban land-use mapping from satellite data. 

Both studies, using cluster analysis, reported about 87% 

correctness, although Todd and Baumgardner improved upon this 

figure when areal information was used. This allowed them to 

3 
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clear up such areas of misclassification as differentiating 

between grassy rural areas and older residential neighborhoods. 

Robertson (8) used an approach that differed from most other 

systems. He partitioned an image into blocks o.f image points such 

that each block ideally contained only points from a single class. 

He then classified the blocks as a whole, instead of individual 

points, using texture and other spatial characteristics. His 

increased accuracy over the point by point method was about 2,5% 

(with an average accuracy of 82j), at a cost of about ten times 

the computing time. He did tests on both airphotos and satellite 

imagery but for some unspecified reason his results from aircraft 

photography were comparable to those obtained from satellite 

imagery whereas in most cases, airphotos resulted in greater 

accuracy because of the much smaller area covered by each pixel. 

Gupta et al. (6) also felt that point by point classification 

was less than optimal. They therefore used a boundary finder 

which produced regions which were homogeneous in nature. The 

imaqes under consideration were those of agricultural fields: 

obviously well suited to the method used since one would expect 

the houndarys to be relatively straight. once their closed areas 

are found the classification is done using a maximum likelihood 

classifier and a minimum distance classifier. Their results were 

extremely good, being above 95% correct for the simple point by 

point classifier. As a result of this high accuracy they could 

hardly show a significant improvement with the boundary method 

although some improvement was shown. One must bear in mi .nd that 

they were using airphotos so the excellent accuracy is not all 

tba t unexpected. 

Bajcsy and Tavakoli (1) carried out an interesting study to 

identify bridges, islands, rivers and lakes from satellite 
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pictures. Their initial segmentation of the scene was fairly 

simple, just dividing it into water and non-vater, although 

detecting bridges requires a sensitive test since they are 

narrower than the pixel size; but they do significantly darken a 

pixel in a watery area. 

A world model was used to describe the objects of interest. 

Their program then went through the picture, successively refining 

the interpretation. I~ would find hypothetical bridges for 

example, and then test the hypothesis against the world model, 

rejecting any vhich did not fit. After all this, they were able 

to find all the bridges they hoped they would, plus some they did 

not expect to find because of their smaller width • 

.Rfilli2R a2.rgi,,ng: 

Brice and Fennema (2) described a method of scene analysis 

involving the use of regions and region merqing to reduce the 

number of small regions in a picture into larqer, more meaningful 

pieces. (~ region is simply a connected set of pixels.) 

Initially they partitioned their image into regions of equal gray 

value, proceeding to merge regions which had common boundarys and 

conformed to some heuristics. 

Feldman and Yakimovsky (4,13) have done much work on a 

semantic based region analyzer. While their aims were different, 

the idea seemed to be readily applicable to ERTS imaqery, where 

areas of uncertain classification can be merged into bordering 

areas whose classification is more certain. 

They employed operators such as shape, position in space and 

colour and proceeded to qive tentative classifications dependinq 

on the values of these measurements. A region grower is then used 

to produce a final partitioning of the picture, using a 

sophisticated algorithm with auch semantic information, which is 

5 



6 Segmentation of ERTS Images 

too complex to outline here. Their results were very impressive; 

hopefully ERTS image interpretation can be taken to such elegant 

heights. 

Tenenbaum and Weyl (11) employed techniques from both the 

above to analyze everyday scenes. "erges involving ambiguous 

regions are deferred until the ambiguity is hopefully removed as a 

result of other, more reliable regions. 

~la2sitication Aethod 

our aim was to sh6w that integration of some 

methods from Artificial Intelligence could be 

scene analysis 

applied to the 

problem of classifying an ERTS photo with an increase in accuracy 

over a straight point by point method. ie obtained a detailed 

ground-truth map of a forested area on Vancouver Island so this 

became the test area, with the aim of classifying regions of old 

growth, second growth, recent logging and water. 

This ground-truth data provided the training areas for which 

the statistics of these four classes could be determined. This 

was necessary since a maximum likelihood classifier was employed 

for the initial classification. 

Assuming the data conforms to a multi-normal distribution 

about the class mean, a point is assigned to a particular class on 

the basis of a aultinormal probability function. There are four 

such functions, one for each class. (see Steiner, 9) A point is 

assigned to that class whose function results in the highest 

value. This basic technique vas augmented in the implementation 

however. If p1, · p2, p3 and p4 are the probabilities received by a 

point from the four probability functions, the greatest of them, 

pmax, must be greater than some threshold percenta~e of the total~ 

More precis~ly, if pmax~k(p1+p2+p3+p4)/100 (k is the threshold 

value), the point is placed in the class which produced pmax. If 
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not, it is assiqned to a class which depends on pmax and the 

second highest probability. These new classes (called ambiguous 

classes) are used when the classifier is not sure about the exact 

class in which to place a point. For example, if a point received 

its highest probability from class 1, but also received a fairly 

close one from class 2, it would be assigned to a class which 

contains all points which may belong to class 1 or 2, about ~ich 

there is some doubt. 

This method in~reases the number of classes from the basic 

four to ten; specifically type 1, type 2, type 3, type 4, 

type 1 or 2, type 1 or 3 etc. In practice though one need only 

include those combinations for vhich some statistical overlap 

occurs. In our case water was immediately separable from all 

other classes and it was not necessary to include a class which 

could be water oc old growth for example, since this seldom 

occurs. 

This procedure is then applied to all points in the area 

being studied, producing a preliminary classification map which is 

then given to the region finder. That program simply delineates 

the boundarys of contiguous regions which ara to be passed to the 

region merger. 

The merging program's aim is to merge the ambiguous regions 

into those strong regions bordering them which they ■ost resemble 

and in this way reduce the number of regions and increase the 

accuracy of classification. It makes several passes through the 

list of regions, beginning with a fairly rigid criterion for 

merging and relaxing this in subsequent passes. 

The first pass will only merge an ambiguous region with a 

strong one if 

1) the two have a certain percentage of their border in 

7 
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comaon, 

2) the ambiguous region receives its hiqhest probability from 

the same class as the strong region and 

3) the average of the feature vectors is "close" to those of 

the strong region. 

This procedure is repeated as long as there is merging done, at 

which point a second pass is begun. 

This pass allows merqing of a strong region vitb an ambiguous 

one as long as one of its tvo possible interpretations is the same 

as the strong one, their common boundary is a certain percentage 

of th~ whole and again, the average data vectors are close. 

Finally, in the third pass any ambiguous regions remaining 

are simply assigned to the class corresponding to the higher 

probability. These regions could have been split into smaller 

regions and then attempt to merge again, but this would probably 

not produce any better results but rather serve only to produce 

~ore small regions which tend to clutter up a visual display of 

the final partition, 

R~2.!!li2 

When a simple point by point classification method was used, 

placing each point in one of the four classes (no ambiguous 

classes), a success rate of 101 was achi9ved. This would seem a 

bit lover than might be expect~d, probably as a result of 

considerable statistical overlap among the thr~e types of forest 

cover. Nevertheless, the merging algorithm increased accuracy to 

791, which represents a 30% decrease in the error rate. 

Another positive result was the simplification of the final 

picture over the initial partition. Typically about 150 regions 

were found when a point by point technique was used in a picture 

of 2500 pixels as seen in Fig.1, placing each point in one of the 
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four original groups. Fig.2 shows the results when the ambiguous 

regions are included, resulting in over JSQ regions. Th, final 

partition after the merging process resulted in about 70 regions, 

shoijn in Fig.3. 

The system is a number of programs written mostly in Algol W 

with a few parts in Fortran. The point by point classification 

for 2500 pixels required about 10 sec. CPU time on an IBM 370/168. 

The merging program on the other hand took about 35 sec. in total. 

(including the initial classification) 

~n~lYfil.2!!~ 

Even with the minimal semantic knowledge employed, a 

significant increase in accuracy over the point by point method 

was achieved by the reqion merger. One could only hop~ for a 

great~r improvement in areas where there is more semantic 

knowledge available. For 9Xample, parks within a city would be 

classified, context-free, as agricultural areas in all likelihood, 

while the mere fact of their position precludes this possibility. 

Or a highway may become blended into surrounding vegetation as it 

becomes more narrow than the area covered by one pixel, but if the 

program knew that a road should be continuing in the area, such 

points could be correctly identified. 

Of course, the amount of semantic knowledge one is able to 

include is heavily dependent on the picture domain being studied 

as well as the intended application, but one can only hope to 

inprove accuracy with such techniques. 

Future LANDSAT satellites should provid~ even better 

performance since the resolution will be finer, with each pixel 

covering less area. As this occurs, there is less chance of a 

pixel hitting two distinct features, such as occurs when a road 

becomes narrower than the pixel size. Of course, with smaller 

9 
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pixels there vill be much more data per unit area of the earth's 

surface and a corresponding increase in computing time. However 

it vould not alvays be necessary to look at individual pixels but 

rather they could be grouped together in homogeneous areas, only 

looking at increased pixel resolution as accuracy d~mands. 

Results are given of an experiment to combine reqion growinq 

methods vith standard maximum likelihood classification techniques 

in automatic interpretation of ERTS images. A 301 decrease in the 

error rate compared to that of a point by point classification 

technique vas ohserv~d. 

We would like to express ou:r appreciation to Dr. Murtha of 

the Faculty of Forestry at UBC for providing ground-truth data 

which was so essential to this study. 
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Fig. 1 

Initial segmentation on a point by 
point bijsis with no ambiguous regions. 
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Fig. 3 

Final picture after 
region merging 
is completed. 

a 

Fig. 2 

Initial segmentation when 
ambiguous regions are 
included. 
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