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ROBOT SIMULATION STUDIES: DESCRIPTIONS AND PLANS<+> 

Peter F. Rovat and Richards. Rosenberg 
Department of Computer science 
University of British Columbia 

Vancouver 8, Canada. 

!~2!£~£! 

The problem of designing a robot-controller is 
approached by taking a simplified, computer-simulated, 
model of a robot in an environment, and writing programs 
to enable the robot to move around its environment in a 
reasonably intelligent manner. At no point is 
mathematical logic used. The proble■s of concept 
representation and the creation and execution of plans 
are dealt with in this simple.system, and the problem of 
exploration is encountered but not satisfactorily dealt 
with. ROSS, an interactive computer program which 
simulates the robot-environment model, is described. A 
command language allows the user to spe=ify tasks fo~ 
the robot at various conceptual levels. several problems 
are listed concerning the ways in which a robot might 
explore, represent, and make plans about, its 
environment, most of which are amenable to direct attack 
in this simplified model. Finally, theoretical questions 
concerning two-dimensional rectanguloid shapes are 
raised. 

1. Introduction 

, 

The paper is organised as follows. section 1.1 gives a 
general review of robot research while section 1.2 describes the 
nature and importance of our own contributions. Section 2 
describes the design of the simulated world and the robot's 
computational nervous system. In section 3 a computer prograa 
which implements this design is described, and in section 4 we 
give a summary, some problems, and an indication of future work. 

1.1 Review of robot research 

The concept of a robot has been a fantasy 
thousands of ye~rs and to-~ay, for the first 
attempts are being made in various centres 
physical robots. 

of mankind for 
time in history, 
to build real 
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"Shakey", a mobile robot built at the Stanford Research 
Institute• 3 , can navigate across a floor having several plane­
faced objects in the way, and can push several such objects into 
a group. The St3nford Oniversity hand-eye systems can identify 
and manipulate blocks well enough to solve the "Instant 
Insanity•• puzzle 6 • The School of Artificial Intelligence at the 
University of Edinburgh uses a stationary robot with mobile 
surroundings 2 ,1s. systems consisting of a mechanical hand plus 
visual and/or tactile receptors that can manipulate simple 
objects are in use in Japan 3 and at MIT, and are proposed in 
Italy•. Recent work in robot research is fully reported 
elsevhere1&. 

Robot research is important for many reasons. The political 
and social implications of the successful construction of 
competent mechanical men are vast and immeasurable; they cannot 
be entered into here. Many a science fiction writer has 
considered them, and, in a more serious vein, Gregory has 
commented on the social implications of intelligent machines•. 
We merely point out that the most obvious initial uses of robots 
are for jobs that man finds boring or dangerous, or for jobs in 
situations where man could not survive, such as planetary and 
deep ocean exploration. In addition, it will certainly be the 
responsibility of robot researchers to prevent the horrific 
prospect of robots being used in warfare from becoming reality. 

Suppose that, some time in the future, a reasonably 
competent robot has been constructed. As a concrete example, 
consider a robot which is used at the docks. It is fully 
autonomous while at the docks, can load and unload packing 
crates of various sizes and weights from the holds of ships, and 
always stacks the crates i~ a neat and efficient manner. 
Necessarily, answers to the following questions will have been 
implemented in the design of this robot. How does the robot 
conceive of and reason about it•s environment? How does it 
perceive, ~mongst other things, packing crates? How does it plan 
and carry out it's actions? In the course of providing such 
answers robot researchers will not be able to avoid casting 
considerable light on, if not solving, many fundamental problems 
of knowledge, thought, reason and perception that have baffled 
philosophers since at least the time of Plato. Thus robot 
research is of considerable philosophical importance.· 

Finally, the efforts to build real robots are important to 
computer science because they i pose a new viewpoint or paradigm 
on the subject of artificial intelligence. Many problems 
previously tackled in isolation from one another must now be 
approached in a reasonably uniform manner, so that, for ~xample, 
programs foe problem-solving, infocmation storige and retrieval, 
pattern-recognition, and language understanding, can all 
communicate with one another. Other problems, hard to deal with 
in isolation, must now be faced. These include: providing the 
machine with an adequate world-model; devising a good and 
universal method for the representation of knowledge; creating 
and executing plans of action: and handling the uncertainties 
and ill-defined, "fuzzy", problems associated with real inputs 
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from the extern~l world. There is also, of course, the sheer 
problem of organising a complex system: "The main principle 
••• is the dependence of everything on everything."5 

Robot research, currently, remains a parely experimental 
science despite the efforts of Rewitt 1 o, Rayes9, and others to 
provide some theoretical background. An experiment consists of 
running a program (or robot} which embodies one's idea, and 
observing the resultant behaviour. If the behaviour exhibits 
11 appropriate novelty" (Gregory's dictume), or compares 
favourably with human behaviour or with the behaviour of other 
similar programs (if any), then the idea is judged as useful. 
There are three common approaches to the setting up of 
experiments. Very briefly, one is to try to simulate the 
physiology of the human brain and body, another is to try to 
simulate human psychology as developed in various theories, and 
the third i~ to forget about human physiology and psychology and 
make a direct ¼ttack on the problems. All the hardware robot 
projects, and our own simple robot simulation system, take the 
direct approach. 

Physiologists analyze at the lowest level the workings of 
the central nervous ~ystem; psychologists analyze human 
behaviour and- try to synthesize tQe £onceptual ~ervous ~ystem; 
while workers in ~rtificial intelligence, if we ~ay be allowed 
to coin a badly needed phrase, try to synthesize the 
~hmputational nervous !fStem. 

1.2 our contributions to robot !~~~~t£h 

1.2.1 Nature of the original contributions !!Q~. We have made 
a direct attack on the problem.of designing the computational 
nervous system, or brain, of a robot, in what is believed to be 
an original manner. The approach is very simple, but indicates 
how one might proceed without resorting to logical, linguistic, 
or other Fregean modes of representing and re~soning about the 
world in a robot. The use of a simulated, two-dimensional, 
robot/environment system rather than a real system detracts 
little from the value of this work; in some ways it is a 
positive advantage. 

Tio new algorithms have been devised. One, the algorithm 
DECOMP described in section 2.3.2, takes a rectanguloid shape in 
two dimensions and decomposes or "parses" it into its maximal 
subrectangles. The other, the algorithm CONTAIN described in 
se~tion 2.3.3, compares a pair of two dimensional rectanguloid 
shapes and decides whether one of the shapes could be moved to 
fit inside the other. 

Perhaps the most original contribution is shoving bow to 
represent a robot's model of his world as a graph, and how the 
·robot should use this graph to create plans of action. 

1.2.2 Imeortance of the original contributions !~~~. All 
other approaches to the problem of representing and reasoning 
about a robot's world are, in essence, based on John McCarthy's 
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"Advice Taker" program 1 2. He proposed "a system that reasons 
verbally", where by "verbally" he really means "by utilizing 
first ord~r logic". Carl Hewitt's PLANNER languageio is based on 
first order logic ~nd provides a simple and explicit way of 
setting · up and dismissin'q goals and subgoals in the style of 
Newell,Shaw, and Simon's General Problem Solver•(GPS). The 
Stanford Research Institute•s STRIPS program7 is comparable to 
PLANNER to the extent that it, too, is based on first order 
logic and incorporates in its control structure a means-end 
analysis in the ~tyle of GPS. Hayes proposes a "Logic of 
Act~ons" 9 based entirely on first order logic which is intended 
"to provide a more flexible interface between the physics of the 
world-model and the formal behdviour of the 16gic." 

There are many reasons to be suspicious of any approach 
based on logic: rather, what is needed is an approach which 
captures some of our intuitive modes of thought. The importance 
of our contribution, then, is that it indicates 3D alternative 
approach which aims to do just this: however, only further work 
111 ill show whether this al tern a ti ve, intuitive, approach is 
really viable. 

2. Q~~!9~ Qt !h~ simulated robotLenvironment system 

Suppose one is introduced to a new environment such as a 
large one-floor house, or a university campus. Now consider the 
following tasks. 

Task 1 : 

Task 2 : 

Task l : 

explore and form an internal model of the 
environment, or in other words, learn your 
way about. 
find your way from one point to another, in 
a reasonably efficient manner. 
move a large object, say a table, from one 
point to another. 

These tasks are very simple for humans, in fact so si~ple 
that we can carry them out almost unconsciously. But if asked 
"How do you carry out theso tasks?" ,in terms of the data 
processing required, one is hard pressed to give an answer. 
Before a robot can be built that is capable of carrying out the 
above tasks the question of "How?" must first he answered for 
each of them. 

The basic idea is this: take a simple, idealized, mo~el of 
a robot in an environment, and see what the robot requires to 
enable it to carry out the above tasks. The model world should 
b~ kept as simple as possible, but not so simple that the above 
tasks don•t m3ke sense. start with data structures and 
procedu~es as simple as possible for the robot's computational 
nervous system (CNS), and· add more complex structures and 
procedures as required. When the model robot is able to carry 
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out the above three tasks then it will be possible to answer the 
qu,~stion of "How ?" for P.,'tch ·of them. Also, hopefully, we mi•Jht 
have gleaned some insight intG what form the computational 
nervous system of a real robot might take. As extra motivation 
for setting up proce~ures and data for the robot, keep in mind 
the following simple game which is obviously related to the 
qames played by young children: consider an environment which 
contains, apart from its. walls and other fixed objects, a number 
of movable ohjects of various shapes, and an equal number of 
fixeu holes of various shapes. Let the robot wander around and 
Jiscover and describe the movable objects ~nd holes. Then it 
must decide which abjects, if any, fit into which holes, and 
then, for each object which it knows fits into d certain hole, 
movP that object through the environment and into the hole, if 
that is possihle. 

Robbie lives in a chess-board type of world : an n-by-n 
grid of sq11ares where each square is marke~ with a letter. 
Currently the value of n is set tci 28, but the performance of 
Rohhie in no way depends on this number. The larqer the grid, 
the more intcrestinq the environments we can give Robbie to work 
in. The letters h3ve the followinq meanings: 

' ' ( blank ) 
I B I 

t 11 I 

I H' 

the square is vacant. 
the square is a barrier: forms part of the 
hounnary or part of a fixed object. 
the square forms part of a movable object. 
the square forms part of a hole. 

~t any instant Robbie occupies one square, specified hy 
coordinates (x,y), and is in one of four orientations, north, 
south, east, or west. An environment plus Robbie in a specific 
posit ion and or ien tat ion is called a con f igu ration ( see 
Fiqure 1 ) • 

He has the following actions. He can move one square at a 
time in the direction h~ is facing, and can turn left or right 
or through 180 degrees while remaining on the same square. His 
sensory capabilities are limited : he can only sense the 
contents of the eight squares surrounding him. He can only 
occupy blank squares. A square marked 'B' or 'H' blocks his way. 
In general a square marked 1 M' also blocks his way. If, however, 
he is fdcing an 1 M' square he can pick up the whole roovable 
on;ect, ODJA say, of which that square is a part. He and OBJA 
then become a rigid body: if he takes a step or turns, OBJA 
qoes with him, provided no collision occurs between the propose1 
final position of OBJA and some wall or other object. If such a 
collision occurs then the configuration remains as it was before 
the attempted step or turn. As a result of Robbie's manoeuvr~s, 
ODJA mav overlap the squares of a hole. After OBJA has been 
picked and moved, Robbie may drop ODJA. Thereupon Robbie and 
OHJA cease to . he~ rigid bo~y and he may walk away. 
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2.3 RQ~~!~~~ comEutationdl nervous system 

2.3.1 Xh~ ring reEresentation Qf g~j~~t2~ ie chose, for 
reasons of simplicity, to represent objects, movable objects, 
holes in the environment, and the environment itself, as a 
cyclic list of the edges and corners that occur when one goes 
round the object. The natural way to represent this 
computationally is as a "rinq" of linked nodes where each node 
qives the length of an edge and the type of turn (left or right) 
at its end. An example is given in figure 2. 

0P.finition: this ring of nodes is the 
ring re£resentation of an object. 

On encountering such an obiect in his environment, Robbie 
w~lks round the edge of the object, keeping to the left, and 
generates the above description. This seems to be about as 
simple a description as one could devise. With this description 
it is straightforward to compare two objects for congruence (can 
one be tc~nslated and rotated to lie exa~tly on top of the 
other?), for similarity (is one an expansion or contraction of 
the other? - see figure 3 ) , and for corner-=ongcuence (both the 
Sdma "up to corners" - i.e. do they both h~ve the s ame number of 
~dqes and corners, where the corner types must agree but the 
enge lengths may not? - see figure 4 ). 

In order to 3ecide whether one object could be moved to fit 
inside the other, we devised a aecomposition of the ring 
representation which involves a deeper analysis of the shape of 
the object (or of the boundary of the environment itself ) • In 
tact this decomposition is hasic to most of the procedures in 
Robbie•s computational nervous system, so is of central 
importance. 

2.1.2 Maximal subrectangles: the al~orithm DECOMP. In the 
envir~nment in which Rotbie lives, a rectangle is the simplest 
kind of object. Given two rectanglesr it is trivial to decide if 
one can fit inside the other: also, supposing Robbie is inside 
a rectanqular environment, it is trivial to move from place to 
place. The naturil suggestion, then, is that a more complicated 
obiect or environment should be necomposed into a conglomeration 
of overlapping rectangles. For example, an "L" and a "U" are 
decomposed into ove rlapping rectangles as in fiqure 5. Howev?.c 
it is not quite so obvious how an object such as in figure 6 
should he decomvosed into rectanqles. What is needed are all the 
11 higgest" rectan gles contained in an object. 

Definition 
an object O 
in o such 
subinterval 

: a maximal_subrectangle of 
is a rectangle R contained 
that each side of R has a 

in common with an edge of o. 

The representation of an object contains, besides the 
representation ring, the list of all its maximal subrectangles 
( abbreviated "MRr"s ). For instance the object in figure 6 is 
decomposed into the collection of MRTs in figure 7. 
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DECOMP is a basic procedure in the system which decomposes 
the ring representation of an object into a list of all its 
MRTs. In a sense one can say that DECOMP "parses~ an object into 
its constituent ~RTs. 

DI. 
D11. 
DL2. 

DB1. 

D82. 

DR1. 

DR2. 

or. 

The_algorithm_DRCOMP 
r Initialize ]. Set up the empty MRT list. 
Take the first left edge Land go to step 0B1. 
Take the next left edge L. If no more left edges, stop and 
return the MRT list. 
Take the first bottom edge B after Lin ring order which 
is accessible from L, that is, it would be possible to 
draw a rectangle with its left side defined by Land its 
bottom side defined by B. Go to step DR1. 
Take the next bottom edge B accessible from L. If no such 
bottom edge exists, go back to step DL2. 
Take the first right edge Rafter B which is accessible 
from Land B, that is, it would be possible to draw a 
rectangle with its left side defined by L, its bottom side 
defined by B, and its right side definea by R. Go to step 
OT. 
Take the next right edge R which is accessible from L and 
B. If no su=h right P.dge exists, go back to step D82. 
Check through those top edges which lie between the right 
edqe Rand the left edge L in ring order, and which 
overlap the horizontal interval defined by Land R. If one 
of these lies at or below the bottom ends of both Land R, 
then no inscribed rectangle exists whose left, bottom, and 
right sides are defined by L, B, and R respectively; go 
back to step DR2. Otherwise, let T be the lowest cf the 
top edges =becked through. Then the rectangle whose left, 
bottom, right, and top sides are defined by L, B, Rand T 
respectively is a maximal subcectangle: add it to the MRT 
list and go bac~ to step DR2. 

Fiquce 8 gives examples of shapes for which decomposition 
into ~RTs is clearly not the best approach, but for the moment 
we ignore these complications. 

2.3.3 
OBJA 
OBJB 
each 

Containment : the algorithm 
and OBJB, the question "Can 

?" may now be answered. First, 
object roust be found. 

fQJtA!~. Given two objects 
OBJA be moved to fit inside 

the "super-rectangle" of 

Definition: the suEer-rectangle of an 
obiect is the smallest rectangle vhich 
contains that object. 

The partial orderinq given by the relation of containment 
between rectangles is naturally represented as a lattice. The 
MRTs of each obje~t are classified according ta their dimensions 
an~ acranged in the lattice given by the containment relation. 
Since several MRTs in different parts of an object may have the 
same dimensions the lattice structure is actually impcsed on 
equivalence class2s of MRTs rather than on individual ~RTs. The 
lattice of an object is invariant under rotations. For example, 
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four rectangles of dimensions 3-by-4, 3-by-g, 7-by-5, and 7- by-9 
would be arranged in a diamond sh~pe~ lattice with the { 
equivalence class consisting of the l 7-by-9 rectangle at the 
top coverinq the two incomparable rectangles 1-by-q and 7-by-S, 
while the 1-by-4 rectan~le would he at the bottom, covered by 
the 3-by-~ and 7-by-5 rectangles. The top positions cf the 
lattice correspond to requival~nce classes of} MRTs into one of 
which every othec MR? could fit. As an ex~mple, the MRTs of 
figut"e 6 form the lattice shown in figure <J. The top positions 
in this lattice correspond to MRTs of dimensions 3-by-6, 1-by-
12, 7-bv-2. 

Now we outline the algorithm CONTAIN for answering the 
question of containment. The input to CONTAIN consists of two 
ob;ects OBJA ani OEJB where e ach input object has been 
~ecomposed into a list of MRTs, and the component MaTs organised 
into a lattice structure by an algorithm which is a considerably 
modified version of Donald E. Knuth's topological sort11. The 
output is either~ straiqht "no", or 11 yes 11 together with the 
rotation and translation required to move OBJA into OBJB 
(ignoring the complicdtions of possible obstructions such as 
other objects, walls, etc.). For instance, if one of the input 
arguments to CO~TAIN were the OBJA of figure 6, it would be 
accompanied by the list of q MHTs indicated in figure 7 dnd the 
lattice shown in figure 9. 

The_alJorithm_CONTAIN 
CT1. Can the super-rectangle of OBJA fit inside the 

super-rP-ctangle of OBJB, or in other words are the 
x- and v-dimensions of OBJ~ both less than or equal 
to the x- and y-dimensions of OBJB? 
If not, ansiller II no" and stop. 

CT2. If OBJB is a single rectangle, answer "yes" and 
stop. 

CT1. Can the super-rectangle of OBJA fit into one of the 
top MRTs of OBJB? If so, answer 11 yes 11 ~nd stop. If 
not, and OBJA is a single rectangle, answer "no" and 
stop; otherwise proceed. 

CT4. can each of the top MRTs of OBJA fit into one of the 
top MRTs of OBJB 1 If not, answer 11 no11 and stop. 

< Now we know that, disregarding the 
relative positions of the MRTs of OBJA, 
every ~RT of OBJA can fit into OBJB 
somewhere. > 

CT5. Take each of the top MRTs of OBJA in turn an~ count 
how manv different ways there are to fit it intc 
MRTs of OBJB, then pick an MRT A* of OBJA for which 
the 'number of different ways is a minimum. 

CT6. Foe each of the different ways in which A* can fit 
into OBJB,take the translation of OBJA required and 
check if all the remaining MRTs of OBJA are indeed 
inside an MRT of OBJB. If a suitable tr~nslation is 
found, answer "yes" and stop otherwise, answer 
11 no" and stop. 

Figure 10 sh~ws two cases in which step CT6 must be invoked 
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Figure 8. 
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CONTADl (OBJA.OBJB) doesn't answer "no" until CT6. 

u I 
OBJA 

LJ 
CONTAIN (OBJA,OBJB) doun't answer "yes'' until CT6. 

The containment question: two pairs of arguments 
for the algorithm CONTAIN for which step CT6 
must be invoked to answer correctly. 

Figure 10. 
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to answer "yes" or "no" correctly. 

The above algorithm works reasonably well for two objects 
of similar size and complexity of shape. However, improvements 
could be made. For instance, the searching required in CT5 could 
be considerably reduced by making use of connectedness when tha 
objects being compared consist of long sequences of connected 
MRTs. This would be done by utilizing the following obvious fact 
about connectivitf : 

If MRTs A1 and A2 are connected in OBJA, and Al can 
fit into MRT Bl of OBJB, then A2 can only fit intc 
81 or some MRT of OBJB that is directlv =onnected tc 
B1. 

2.3.4 Plans: their construction an~ execution. The plans 
dealt with in the system so far are merely those re1uired for 
Robbie to move from place to place in a reasonably efficient 
manner within an environment where the only obstacles are small 
fixed objects. At the time of writing even these plans are 
limited, in that Robbie cannot yet deal satisfactorily with the 
un~xpacted occnrrence of large fixed oc mov3ble objects vhila 
executing a plan. 

The construction and execution of plans requires extensive 
use of Robbie's model of the world. we take the decomposition of 
the environment into MRTs and set up for every pair of 
overlapping MRTs an "overlap" link and insert between them an 
"intersection re=tangle" ( abbreviated "IRr") which specifies 
how they overlap. Now suppose Robbie is at position A in MRTl in 
the environment, and he must reach position Bin HRTS if that is 
possible, as illustrated in figure 11. The environment, when 
decomposed into MRTs and with overlap links and intersection 
rectangles inserted, may be viewed as a graph whose vertices are 
MRTs and whose edges dre the overlap links between ~RTs. The 
program MAKPL~N uses a path-finding algorithm to find a chain of 
MRTs connected by overlap links from MRT1 to MRTS. If such a 
chain is found, it constitutes a plan of action for going from A 
to B ; otherwise, no such chain exists and it is impossible to 
reach B from A. Figure 12 illustrates the construction of a plan 
to reach position a. 

!~~ 2ath findin~ algorithm 

Call the starting node in the graph HERE and 
the node to which a path must be found TBEHE. Colour 
HERE red an1 THERE blue. No other nodes ~re coloured 
initially. A wavefront of red nodes expands in steps 
from HERE and a wavefront of blue nodes expands in 
steps from THERE. At step n the red wavefront 
consists of all nodes whose shortest path back tc 
HERE is of length n, and the blue wavefront 
conzists of all nodes whose shortest path back tc 
THERE is of length n. A node retains the colour 
first assigned to it. The red and blue wavefronts 
are expanded in alternate steps. When the wavefronts 
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meet, a path has been found from HERE to THERE, and 
this is the path produced by the algorithm. Note 
that this is a path of minimal length, and that it 
would be a simple matter to modify the algorithm to 
obtain all paths from HERE to THERE. 

ThP- algorithm is illustrated in figure 13. The algorithm 
was written quite iniependently of Pohl, who discusses path 
problems in depth and describes a similar path-finding algorithm 
in similar lanquaqe 1 ~. 

A plan produced by MAKPLAM is executed b7 the program 
RXPLAN. The execution of a plan is hierarchically organised. 
EXPLAN calls on MJVE, MOVf calls on LINEAR, LINEAR calls on STEP 
dnd TURN, and the effects of STEP and rURN !re defined by the 
µrocedures which simulate reality. MOVE is in charge of each leg 
of the plan, where a typical leg is "move through MRT3 into 
IRT4'' ; it is also in charge of avoiding any unexpected 
ohstacles. LINEAR is in charge of moving as linearly as possible 
from Robbie's current position to a specified destination 
position. 

one of the difficulties inherent in any system for 
executing a plan is aealing with the unexpected. This takes 
different forms at different levels. At the lowest level in our 
system, STEP can fail because the square in front of Robbie is 
not vacant. TURN can fail only when Robbie is holding an object. 
LINEAR can fail if STEP fails, and reports this back to ~OVE. 
~OVE fails when LINEAR fails, assumes the failure is due to an 
unexpected ob;ect, and takes avoiding action with calls to STEP 
and TURN. EXPLAN fails if MOVE persists in failing after several 
attempts at avoiding action, and reports failure hack to the 
control program. In a more sophisticated system there would be, 
at this level, re-planning by ~AKPLAN. 

2.3.5 ExEloration. We h~ve not yet indicated bow Robbie 
qenerates the ring representation of his environment in the 
first place, or how he first finds an isolated object and then 
generates it's ring representation. To generate the 
envir~nment's rin~ representation the procedure FIND sends 
Robhie off in a straight line until a •a• squ~re is found. Then 
the procedure FOLLOW causes Robbie to follow the boundary 
through 360 degrees, using a set of procedures called RINGS to 
generate the ring-description as he goes. 

To find isol¼ted objects Robbie does the following fer each 
MRT of his environment. First he goes to it, using PLANS, then 
he uses the procedure EXPLORE to explore it. EIPLORE is, at the 
time of writing, extremely crude: it merely sends Robbie to the 
centre of the MRT, and if by chance he encounters a non-blank 
square he uses the procedure FOLLOW to follow the boundary of 
the obiect of whi=h this square was a part. 
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>< A. 

Environment I 

MRT2 

.NRT1 

Decomposition or B into llll'l'a plus overlap links 
and intervening intersection rectangles (shaded). 

Xa 

MR'l'5 

Figure 11. 



HR.1'4 

KRT2 

MRT5 

KR1'1 

The graph form·of environment E. 

Start in MR'l'1 

Move through MRl'1 into IRT1 

Move through .MR'l'3 into 1R'l'4 

Move through MRT4 into IRT5 
Ends in MRT5. 

Printed output of the path-finding program M.AKPLJ.N. 

KR1'1 MRT3 MRT4 MRT5 

~-------c~11c------\.JIIO~~-o 

I.RT1 IRT4 IRT5 

The chain of pointers produced by MAKPLAN. 

Figure 12. 
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0 is a node that has been coloured red. 

0 is a node that has been coloured blue. 

\ 

,,, ' 
1 N11 \ 

\ N13 
' / ... 

The encircled groups of nodes of the graph are the successive 

wavefronts as found by the algorithm PF. The table below gives 

the order in which the wavefronts are found. 

Successive 
RWAVEfronts 

Successive 
BWAVEfronts 

N2,N3,N4 

N5,N6,N7 

~ N14 

~ 
-----. N11,N12,N13 
~ 
~ N8, ••••• 

The path Nt, H3, N6, N11, N14 from HERE to THERE is found when 

advancing the BWAVEfront for the second time. 

\ 
N141 

I 

Example to illustrate the action 

of the algorithm PP on a graph. Figure 13. 
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On the leve l of ~irect contact with the outside vorld, 
Robbie knows his position and orie ntation ¼ni can "see" the 
ei g ht squares surrounding him, and possesses a pickup arm which. 
when " active", "holds" a movable object in the outside world. 

The data structures used in Robbie's computational nervous 
syste m ace extrem e ly simple. At the top level he has two 
pointers an d four stacks o f objects. One pointer, called "home", 
point s to the header of the ring representation of bis 
environment. The other poi nt e r, called "currentmrt 11 , points to 
the MR T of t he environment in which be is currently located. The 
stacks are usea for th e four different kinds of objects that 
Robhi e may f ind in his environment : fixed objects, movable 
obje c ts, holes, and anything else that doesn•t fit into cne of 
the first t hree categories . 

The ueader of the ring representation of the environment or 
of an, ohiec t contains several pointers. Four point into the 
ring r epresentation (havin g four instead of one merely speeds up 
questions of congruence, corner-congruence, an3 similarity} , one 
points to the list of MRT s of the object, and one points to the 
lattice str ucture associat e n with the MRTs of that object. 

At a l ower level, the overlapping ~RTs of the environment 
are l inked together with overlap pointers, and each MRT of a 
pair o f over lappin~ MRTs pos sesses a pointer to the intersection 
recta ngle o f that pair. 

The pr ograms which bu i ld and manipulate. Robbie's model of 
the world will now be li s ted. These should be regarded as being 
part and parcel of his model : the programs and the 
representations on which th e y act are inextricablT intertwined. 

RINGS simply const r ucts a ring representation when Robbie 
is £ol lowing the boundary of his environment or of an object. 
DECOMP pro duces a list of MRTs from a ring representation. 
SETOLA P co ns tructs the over lap pointers. LATCONS constructs the 
lattice str ucture of an object from its list of MRTs. FIND and 
FOLLOW fir st find and then follow the boundary of the 
environ ment or of an obiect. PLANS incorporates HAKPLAN and 
EXPLAH , an d is pe ~haps the most often used program. MAKPLAM 
oses the overlap pointer s to construct a plan which is then 
executed i n hierarchi cal fas hion by EXPLAN • CONGRUENT , 
C_ CONGR UENT , SI~ILlR and CONTAIN are used to compare the shapes 
of two obiects. E~PLORE finds new isolated objects. 

The precee1inq desiqn has been 
i nteracti ve program ROSS. The three most 
a re: 

incorporated 
basic parts 

in 
of 

the 
ROSS 
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1. The simulated world, REALITY. 

2. The simulated robot, Robbie, 
interacts with, RE~LITY. 

which is in, and 

3. Robbie•s computational nervous system which 
contains, inter alia, his model of the world. 

To make it into a usable system two other components are 
provided. 

4. A £~mgr~ to provide snapshots on a display screen 
which show how R~ALITY changes as a result of 
Robbie's actions, and to show how Robbie uses his 
model of REALITY. 

5. A command inter,ereter by means of which the user 
can issue CJmmands to Robbie, or 3lter other 
parts of the system. 

There are four groups of commands. The global commands 
administer the simulaten world, and the disElay co~mands control 
the camera; no more will be said of these two groups. The ~£!!2n 
~Q!!~rr1~ allow the user to request Robbie to carry out various 
actions, while the comEI!rativP. commands cause Robbie to compare 
in various ways the shapes of objects that are known to him. 
These last two groups will be illustrated by examples. 

The action commands occur at three conceptual levels. At 
the lowest level we can request Robbie to take a STEP, to TORN, 
to PICKUP a movable ob1ect, or to DROP a movable object. At this 
same level we can ask him to move as LINEARly as possible to a 
nev position, which request he would execute by means of a 
sequence of STEP and TbRN actions that aproximate his motion to 
a straight line. Note that all of these commands may fail, 
either because Robbie has encountered a fixed object or hole, or 
because he is holding a movable object and the requested action 
would cause the hald ob;ect to collide with a wall or other 
object in the environment. 

At a hiqher level we may ask Robbie to FIND the boundary of 
his environment or, having found it, to FOLLOW the boundary all 
the way cound. 

At what is, currently, the highest conceptual level we have 
the commands of most interest: HOME, WALK , and EXPLORE. 

J. 2 Exam~l es of ~ftig_n ~.D~ c om,eara ti ve commands • 

Six snapshots are shown in figures 14,15 and 16. The first 
five ace · all t¾ken from one episode in Robbie's life, and 
illust~ate the action commands; we refer to this as episode A. 
The last snapshot is taken from another episode, episode B, and 



suffices to illustrate the comparative commands. 

Snap #4 shows the configuration after 
"LINEAR : 19,22", "PICKUP", have been issued. 

the 

1J 

commands 

Several things should be noticed here. The 3-by-3 array 
called SENSE is all that Robbie can "see" at one time. The 3-by-
3 array MSENSE is only defined when Robbie is holding a movable 
object, and then allows bim to "see" under the held object so 
that he can avoid falling into holes. For instance, he must 
avoid the "L"-shapej hole in this configuration. Note that the 
SENSE and ~SENSE arrays are printed as they would appear 
relative to Robbie himself. In the fifth line from the bottom, 
"HOLDING : MOBJ 3", the name "HOBJ 3" is known only to the world 
simulation procedures, not to Robbie. All he knovs is that he is 
holding something. Finally, remember that although~~ can view 
the environment as a whole, all that Robbie is aware of is 
summarised beneath the horizontal "curtain" of dots drawn below 
the environment. 

snap t30 shows the configuration after an extended sequence 
of commands at the lowest level. The "T" has been inverted, and 
the small "L"-shaped object at centre-left has been moved fro■ 
one room (MRT) into agotber. 

The next three snaps, t32,t33,t34, illustrate the action 
commands at the highest conceptual level. Snap #32 shows the 
result of issning the command "HOME". Robbie first found the 
boundary by going horizontally right and then, after finding a 
corner of the boundary, he followed it all the way round. As a 
result he now knows the ring representation of his environment 
and how it decomposes into overlapping MRTs. Notice the fourth 
line fr3m the bottom, "CURRENT MRT: MRT 1": he is aware of what 
room be is in. At this point the dimensions ani positions of the 
six MRTs of this environment are printed out for the user. 

Snap #33 shows the effect of the command "WALK ro MRT:5". 
By means of the PLANS procedures, a plan was created and 
successfully executed; note that the "CURRENT ~RT" is now MRT 5. 

snap #34 shows the effect of the command "EXPLORE MRT :3". 
First of all Robbie created and executed a plan to reach MRT 3, 
just as for a WALK command. Note how he bumped into and then 
sidestepped the isolated fixed object at position (4, 11). Then 
he found the "L"-shaped object in MRT 3 and followed its 
boundary in the same way that he followed the boundary cf his 
envir~nment in snap t12. Consequently he is now aware of one 
movable object in his environment, as printed in the second line 
from the bottom. 

snap t8 is taken from episode B, and shows the result of a 
sequence of "EXPLORE" commands. (The hole has been slightly 
enlarged.) Robbie now knows of four movable objects and one 
hole, by the names "OBJECT 2", ••• • "OBJECT 6 11

• Several examples 
of comparative commands follow, where "MJBILE" is to be 
understood as "MOVABLE OBJECT". To the command "IS? M0BILE:2 
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CONGRUENT TO MOBILE:3", Robbie replied "NO". 

To the command "IS? MOBILE:2 SIMILAR TO HOLE:6", Robbie 
answered "YES","MOVE 10 STEPS UP , AND 17 STEPS RIGHT". The 
moving information produced ignores the fa=t that there is a 
wall in the way! 

To the command "IS? MOBILR:5 CONTAINABLE IN HOLE:6", Robbie 
replied, after a certain amount of computation in which he 
constructed the (extremely simple) lattices associated with 
objects 5 and 6 , "NO". 

3.3 ImEleruentation 

ROSS is implemented on an IBM MoJel 360/67 at the 
University of British Columbia. It consists of over 25 PL/1 
external procedures, amounting to about 4,700 PL/1 statements, 
anj was compiled by an IBM PL/1 F compiler, version 5.0, running 
under MTS. The system occupies 50 pages of core prior to any 
list processing, but by the end of episode A an extra 16 pages 
had been used. This last extravagant figure could be reduced by 
using PL/1 1 s ARP.A variables to keep all the space allocations in 
one place, and by more careful garbage collection. Episode A, 
which involved about 25 action commands intarmixed with global 
and display commands, took only 2.19 seconds of CPU time, so the 
execution time of ROSS is negligible. 

q. Canel us ion 

4.1 summdrJ and eroblems 

We have designed and implemented a simple robot simulation 
system. The robot can explore its environment in a simple 
fashion, and can make elementary plans to move from place to 
place in a manner which, though not novel, is at least 
appropriate. The robot uses an elementary model of his world to 
move about, and can add new information to this model in an 
unstructured way as he explores his world. The basic problems of 
concept represent~tion and the creation and execution of plans 
are dealt with in a simple way, but the handling of the 
exploration problem needs improvement. In attcmptinq to make the 
robot more intelligent some important problems must be facea, as 
detailed below. 

ExQloring 2roblems. There are two of these. The first is: What 
11 expl~Ctdtions" or "hypotheses" shonld the robot have, and hov 
should the robot behave as a consequence of these hypotheses, 
when first introiuced to a new environment? The second is: When 
the robot has dis~overed a new obiect in its surroundings, hov 
should it utilize this information to improv~ its planning 
abilities? 

~~vini 2roblems. Again, there are two of these. The first is: 
Suppose tho robot wants to move a simple rectangular object from 
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15 

one part of its environment to another. How should the robot 
plan its actions beforehand, and how should the robot represent 
its wocld when in the middle of executing such a plan of action? 
The second moving problem is the ''furniture moving problem": 
like the first, except that instead of a simple rectangular 
object an object of complex shape is allowed. A solution of the 
second may consist of an easy extension to a solution of the 
first, by the use of stdndard problem-solving techniques. 

~Qll£~e! formation • To what extent could a robot be programmed 
to leacn the concept of a rectangular space ("BT), the action 
proceduces associated with it ( for example, the procedure 
LINEAR), and how to relate rectangular spaces to one another 
for the purpose of moving from place to place? This is relate1 
to psychological questions concerning the development of the 
infant. 

A~~!I~!~ gng comEarison of rectanguloid shaEes. Analyze shapes 
such as those in figure 8 in vays which will be useful to the 
robot in reasoning about its world. Prove or disprove that the 
algorithm DECOMP is efficient at parsing a rectanguloid shape 
into its maximal subrectanqles. Can the algorithm CONTAIN, for 
comparing rectanguloid shapes for containment, be substantially 
improved, or else is it the case that containment is an 
inherently complex operation? 

4.2 Future wort 

Work is proceeding on the explorinq and moving problems. 
Beyond that, there are a whole host of ways in which we might 
q0neralize the system. For instance, by extending the 
rectangular world to three dimensions. In the more immediate 
future, we expect to incorporate a simple form of vision. Of 
course, in order to cope with any such generalization, the 
design of the robot's computational nervous system vill have to 
be impcoved. 
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