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I . OVERVIEW

Digital multimedia technologies and services are becoming an inherent part of

our daily lives, enabling such broad and commercially significant application

domains as entertainment and communications, security and surveillance,

education and training, manufacturing, and health, to name a few.
Media processing is ubiquitous in modern society. Activities such as making

a mobile or Internet phone call, talking to an automated call-answering system,

listening to music, watching television or Internet video, taking or sharing

pictures, playing electronic games, and making a diagnosis, all make extensive use

of media processing. In addition to applications such as remote sensing,

manufacturing, health, security, and surveillance, the use of media processing

has also been on the rise in applications

such as education and training, as
evidenced with the significant increase

in the number of electronic books, e-

readers, multimedia documents, and

multimedia educational Internet con-

tent. The use of media processing will

continue to expand as existing technol-

ogies get refined and as new technol-

ogies such as immersive two-way
communication, virtual environments,

and interactive humanYmachine inter-

faces become part of our everyday life.

All these media-based applications not only require media processing but they also

engage one or more of the human senses (audition, vision, touch) and, therefore,

human perception. It follows that the quality/distortion due to processing is best

defined as whatever human subjects perceive it to be, and that more effective

media-based applications can be developed by designing, implementing, and

testing media processing systems that

are optimized based on perceptual

measures.
Traditionally, multimedia technol-

ogies have been developed with a

focus on optimizing device- and net-

work-centric measures (such as pow-

er, memory, delay, bit rate, error rate,

and packet loss rate) rather than user-

centric measures. The performance

and quality offered by these tradi-
tional measures are insufficient to

meet the users’ increasingly high ex-

pectations and needs, especially for

emerging interactive multimedia ap-

plications. Since the human being is

the ultimate consumer of multimedia

technologies, it is important to make

these technologies more user centric
and, as a result, more effective, useful,

and enjoyable. For this purpose, there

is a need for perception-based multi-

media technologies that integrate both

technology and human perception/

cognition aspects to achieve an en-

hanced human effectiveness across a

broad range of applications. From the
human perspective, this will lead to

more effective and natural humanY
machine interfaces and a greatly im-

proved quality of experience (QoE).

From the technical perspective, the

This special issueprovides
a timely review of the
state of the art in the areas
of perception-based
audio, visual, and haptic
processing.
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human perception and cognitive as-
pects can be exploited in designing

more effective multimedia systems

with an improved performance in

terms of reduced computations, laten-

cy, power, bit rate, and error rate.

Of the five major human senses of

audition, vision, taction (touch), ol-

faction, and gustation, media-based
technologies have mainly targeted

audition (speech, audio, music) and

vision (image, video, graphics, visual-

ization) and, more recently, haptics

(encompassing taction, through active

tactile displays, and proprioception,

via force feedback interfaces). This

Special Issue on Perception-Based
Media Processing provides a timely

review of the state of the art in the

areas of perception-based audio, vi-

sual, and haptic processing, and cov-

ers key technologies and applications

that emphasize perceptual measures

as the basis for optimizing the pro-

cessing of multimedia content.

II . TOPICS AND PAPERS

The papers in this special issue cover

three broad areas: perception-based

auditory processing, perception-based

visual processing, and perception-

based haptic processing.
The first group of papers relates to

sound and its perception. First, we

discuss technologies that facilitate the

transmission, rendering, and retrieval

of audio signals and auditory scenes.

Each paper highlights the relevance of

human perception in this context.

One may wonder if in a society of
humans, machines are taught to per-

ceive the world as we do. We address

this issue with a paper on the similar-

ity of speech recognition in humans

and machines. The final paper ex-

plains how technology can be used to

improve hearing for persons with a

hearing impairment.
The second group of papers re-

views key technologies and techniques

related to vision and its perception.

First, we begin with computer gra-

phics technologies for realistic image

synthesis. This is followed by methods

and technologies for the compression,

transmission, quality assessment, and
processing of visual data including

image, video, and visual textures. Each

paper emphasizes the integration of

human perception in the design and

implementation of the presented

methods and technologies. Then, we

address the emerging area of attentive

visual sensing and processing, which
exploits very recent theories of human

visual selective attention in various

applications.

Finally, the third group surveys

representative contributions by lead-

ing researchers in the field of haptics,

beginning with practical rendering

methods in force feedback and tac-
tion, backed up by reviews of our cur-

rent knowledge of tactile perception

of both surface properties and the

increasingly ubiquitous vibrotactile

display. Then, we bring a special focus

to the primary emerging application

areas for touch feedback in attention

management for applications in mul-
titasking environments, with two

papers on cueing and modeling of

multimodal attention; and close the

issue with a model of haptic aesthetic

perception.

We present a brief summary of

papers in each of these three catego-

ries in the following sections.

A. Auditory
The coding of audio signals is a tech-

nology that has become an integral

part of modern society. Efficient cod-

ing of a signal requires the removal of

both irrelevant and redundant infor-

mation from the signal. Knowledge of
human perception is a central aspect

as it indicates which attributes of the

signal are irrelevant and can be

omitted. In the paper ‘‘Perceptual

coding of high-quality digital audio,’’

Brandenburg et al. discuss how irrel-

evancy and redundancy are removed

from audio signals in modern audio
coding systems.

In many audio-rendering scenar-

ios, it is desirable to reproduce a re-

corded or virtual auditory scene.

Common multichannel audio formats

form a first step in this direction. In

recent years, significant progress has

been made toward the accurate repro-
duction of sound fields. However, the

interplay between perception and

the accuracy of various attributes of

the sound field is as yet relatively

poorly understood. In the paper ‘‘Spa-

tial sound with loudspeakers and its

perception: A review of the current

state,’’ Spors et al. provide a detailed
overview of the current state of both

the art of spatial sound rendering and

knowledge of its perception.

With the explosive increase of me-

dia content, particularly in the cloud,

audio indexing and classification plays

an increasingly important role. Audio

indexing identifies and labels acoustic
events facilitating quick and efficient

access. The retrieval can be based on

an audio classification with a fixed set

of labels or, in the case of semantic

retrieval, on approximate language

level descriptions. As the final user

is human, the indexing and classifica-

tion must be perceptually relevant. In
the paper ‘‘An overview on perceptu-

ally motivated audio indexing and

classification,’’ Richard et al. discuss

how perceptual relevance can be

achieved. Three basic approaches are

used. In the first approach, knowledge

of the human auditory system is used

to define perceptually relevant fea-
tures that are then used for charac-

terizing the content. In the second

approach, generic features are se-

lected as perceptually relevant by cor-

relations with perceptual test results.

In the final approach, users are di-

rectly involved to provide feedback in

the form of, for example, language-
level descriptions.

Well-defined measures of per-

ceived quality of audio and speech

are needed for the design and opera-

tion of modern telecommunications

infrastructure and the design of user

devices. Basic measures are based on

listening tests involving a set of hu-
man listeners. As such tests are ex-

pensive and cannot be performed in

real time, methods for the objective

estimation of speech and audio quality

have been developed. Speech intelli-

gibility plays a special role, which

often is affected differently by signal
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distortion than speech quality. In fact,
enhancement algorithms that im-

prove perceived quality, often result

in decreased intelligibility. In the

paper ‘‘Objective estimation of speech

quality for communication systems,’’

Möller and Heusdens provide an

overview of methods for the objective

estimation of speech quality and of
speech intelligibility. Their paper dis-

cusses the perceptual and cognitive

bases for quality prediction, the basic

approach to the prediction of overall

quality, the prediction of specific at-

tributes of quality, one of which is in-

telligibility, as well as some example

applications.
Humans interpret speech seem-

ingly without effort. It would be

natural to base the development of

automatic speech recognition on ex-

ploiting knowledge of the auditory

systems that determine human per-

ception of speech. In practice, auto-

matic speech recognit ion has
advanced through a sequence of

engineering solutions that sometimes

were inspired by the auditory exam-

ple, and sometimes not. In the paper

‘‘Perceptual properties of current

speech recognition technology,’’

Hermansky et al. discuss how auto-

matic speech recognizers have been
made robust to the variability in tim-

bre and speaking rate between talkers,

how they have been made robust to

distortion and additive noise, and how

such systems can exploit spatial diver-

sity. For each of these topics, they then

compare the technical approach with

knowledge of the human auditory
system. Their conclusion is that mod-

ern speech recognition technology is

largely consistent with attributes of

the auditory system.

Technology now allows a signifi-

cant improvement in the perception

of sound for persons with hearing im-

pairments. People with profound im-
pairments often receive cochlear

implants that directly stimulate the

auditory nerve, enabling them to

partake in a society set up for normal-

hearing persons. Hearing aids signifi-

cantly improve sound perception for

persons with a mild or moderate hear-

ing loss. In the paper ‘‘Sound process-
ing for better coding of monaural and

binaural cues in auditory prostheses,’’

Wouters et al. discuss in detail the

signal processing advances that are

central to the rapidly improving per-

formance of hearing aids and cochlear

implants.

B. Visual
Reproducing a realistic visual scene is

a computer graphics technology that

is central to many applications from

movie production, advertisement,

modeling and design, manufacturing,

virtual environments and training, to

name a few. In the paper ‘‘On visual
realism of synthesized imagery,’’ Re-

inhard et al. discuss how human

perception is exploited for the design

of visual modeling and rendering sys-

tems with improved visual realism at

lower computational complexity.

Many factors affect or impair the

quality of visual content, including
acquisition, processing, compression,

transmission, protection, display, and

reproduction systems. Finding effec-

tive ways to monitor and control the

perceived quality of visual media is

key to enabling many emerging appli-

cations. In the paper ‘‘Automatic pre-

diction of perceptual image and video
quality,’’ Bovik discusses the princi-

ples and methods of modern algo-

rithms for automatically assessing the

perceived quality of visual signals.

As the volume of visual content

being transported and viewed con-

tinues to increase exponentially and is

predicted to dominate the mobile
traffic in the very near future, the

compression of the visual content for

efficient transmission and storage has

become a pressing need. As for audio

coding, visual coding relies on the re-

moval of redundant and less relevant

components. The modeling and inte-

gration of the human visual percep-
tion in visual compression systems is

key to omit perceptually redundant

and less relevant signal components.

In the paper ‘‘Perceptual visual sig-

nal compression and transmission,’’

Wu et al. discuss the principles behind

perception-based visual compression,

and they provide an overview of visual
coding systems that integrate human

perception aspects for optimizing the

perceived quality or for optimizing the

needed bit rate (bandwidth) while

achieving a desired perceived visual

quality.

The accumulation of large collec-

tions of digital visual content has
created the need for efficient and

intelligent schemes for image analy-

sis, classification, and indexing for

content-based image retrieval. Since

humans are the ultimate users of most

image retrieval systems, it is impor-

tant to organize the content seman-

tically, according to meaningful
categories. This requires an under-

standing of the important semantic

categories that humans use for image

classification, and the extraction of

meaningful perceptual-based image

features that can discriminate be-

tween these categories. In particular,

knowledge of how human perceive
visual textures is central to these and

other applications. In the paper

‘‘Image analysis: Focus on texture

similarity,’’ Pappas et al. discuss key

aspects in visual texture perception

and how these are used in the devel-

opment of perception-based texture

similarity metrics with applications
in visual compression and content-

based retrieval.

Humans are surrounded by com-

plex environments. The human brain

has, however, limited resources and

uses these resources in a selective way

to capture the most relevant informa-

tion to be processed for guidance,
survival, and decision making in a

given situation. This is known as se-

lective attention. The recent emerg-

ing area of attentive media sensing

and processing exploits human atten-

tion models for capturing and process-

ing at higher fidelity information at

attended locations, and for discarding
or processing at a lower fidelity in-

significant parts of the multimedia

content. In the paper ‘‘Visual attention

and applications in multimedia tech-

nologies,’’ Le Callet and Niebur dis-

cuss human visual selective attention

and challenges related to modeling
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visual attention. They also provide an
overview of applications and technol-

ogies that integrate visual attention

models.

C. Haptic
Rendering touchable environments

using force feedback was the first

haptic technology to emerge in the
early 1990s: these systems impose

active forces and motions on the user,

which are controlled in a similar man-

ner to a robotic device and sensed

through the user’s proprioception.

Since then, algorithms and hardware

have evolved in lockstep with our per-

ceptual research that has provided
performance specifications. In the

paper ‘‘Representations and algo-

rithms for force-feedback display,’’

Otaduy et al. provide an update on

today’s force rendering algorithms,

typically used to present interactive

3-D environments in tandem with

closely coupled visual and auditory
stimuli at high bandwidths, with a fo-

cus on computational aspects of col-

lision detection, dynamics simulation,

and constrained optimization.

Scientific study of tactile

perceptionVwhat we feel through

our skinVcertainly predates haptic

display technology, but has advanced
rapidly with access to controllable test

platforms. In the paper ‘‘Haptic per-

ception of material properties and
implications for applications,’’

Klatzky et al. observe that the touch

sense is better at assessing material

properties than shape, and review

current knowledge of both material

perception and the wide diversity of

algorithms and devices that are used to

render them in synthetic environ-
ments, including roughness, friction,

and thermal properties. In the paper

‘‘Vibrotactile display: Perception,

technology, and applications,’’ Choi

and Kuchenbecker spotlight the vibro-

tactile display, which activates a dif-

ferent set of mechanoreceptors and

can be accessed through very low-cost
and easily embedded, but equally

easily misused, vibrotactile displays.

Haptics has vast potential as a

vehicle for reducing the load on our

attention, which is increasingly

beseiged as our computational tech-

nology becomes ever more situatedV
handheld, embedded, or otherwiseV
in the world around us. The touch

sense is an alternative to vision and

audition but also has the capacity to

exacerbate sensory overload if used

unwisely. In the paper ‘‘Multimodal

support for interruption management:

Models, empirical findings, and design

recommendations,’’ Sarter outlines
model-based approaches to distributing

multiodal information across sensory

channels to achieve desired perfor-
mance in detection, interpretation,

and appropriate handling of interrupt-

ing tasks and signals. In the paper

‘‘Efficient multimodal cuing of spatial

attention,’’ Gray et al. detail how this

can work in the important example of

multimodal spatial cueing, and ground

it in several classes of applications.
Aesthetic perception is of grow-

ing importance as designed haptic

properties enter the consumer

worldVhow do we measure and pre-

dict how people will respond emo-

tionally to the things they feel, and

how does this response develop? In

the paper ‘‘A model for haptic aes-
thetic processing and its implications

for design,’’ Carbon and Jakesch de-

velop a functional, stage-based model

of haptic aesthetic processing and

relate it to real-world design issues.

We hope that the readers of the

Proceedings of the IEEE will enjoy

the timely collection of articles in this
issue. We would like to thank all the

authors and reviewers for their in-

valuable contributions and efforts. We

would also like to thank the IEEE

Managing Editor Jim Calder for his

support of the issue, and the Pro-

ceedings of the IEEE staff, Jo Sun

and Margery Meyer, for their assis-
tance with the preparation of this

issue. h
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