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Preface 
Bringing Them Under the Same Roof 

The Haptic and Audio Interaction Design workshop series is now in its third year. 
These workshops have already demonstrated a clear need for a venue in which re-
searchers and practitioners in these areas gather together under the same roof. Three 
years have also shown clear developments in the approaches taken – with the benefits 
of combining haptics and audio shown practically and conceptually in this year’s pa-
pers. In other words, it seems that when there is interaction between audio and haptic 
researchers, they really learn from each other and multimodal approaches emerge. 

There are many good reasons for using haptics and audio together. There are the 
practical needs in application development. Mobile devices are an obvious example – 
while the device is small in size and is used on the move, interaction cannot rely solely 
on visual display. On the other hand, the development of applications for visually 
impaired people makes it necessary to learn how to design non-visual user-interfaces 
for different situations.  

The rationale above may sound like haptics and audio are simply poor substitutes 
of visual-based interaction when vision is not an option. However, we argue that they 
have qualities which make them very different from visual interactions, making them 
more suitable for certain kinds of settings. The challenges are to identify where the 
benefits lie and then design interactions to take advantage of them. Perhaps the time is 
ripe to discard the naïve communication conceptions, in which we have the content 
and then just decide in which form or modality it is to be presented. The more we 
learn about the use of haptics and audio in human–computer interaction, the more 
effectively we can use them in design, whether visual displays are available or not. We 
believe that haptics and audio have the potential to change the entire way we interact 
with computational devices. 

Thirteen papers were presented at the workshop, covering a wide range of research 
in the area of haptic and audio interaction. Alongside the papers we also had a poster 
and demonstration session, with 16 examples of haptic and audio design, to allow 
attendees to try out the new applications and interactions presented in the papers. 

This year’s papers included very practical applications of the use of haptics and au-
dio in interaction design. Design for visually impaired people was the focus of two 
papers. In the first (Pielot, Henze, Heuten and Boll), tactile belts were used to provide 
directional information. This is important as personal navigation is changing now that 
mobile phones commonly include GPS receivers. It is important to ensure that these 
new forms of navigation support are made available to all. The other paper in this 
category (Tanhua-Piiroinen, Pasto, Raisamo and Sallnäs) concerned group work ap-
plications, especially supporting the cooperation of sighted and visually impaired 
children in the school context. 

The opportunities for audio-haptic integration were addressed in three papers, 
which considered very different kinds of applications. We learned how haptic feed-
back enhanced the use of expressive music controllers (Pedrosa and MacLean) and 
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how it could be combined with audio to help teach Tai-Chi (Portillo-Rodriguez, 
Sandoval-Gonzalez, Ruffaldi, Leonardi, Avizzano and Bergamasco). The third study 
of multimodal applications (Kryssanov, Kumokawa, Goncharenko and Ogawa) intro-
duced a novel tool for navigating in social spaces, on the basis of information shared 
within a community. 

An analytic approach to haptic and audio interaction is always challenging because 
the quantification of these modalities is inevitably complicated. An ambitious attempt 
to confront the challenge and mathematically model haptic interactions was presented 
by Hall, Rathod, Maiorca, Ioannou, Kazmierczak, O’Leary and Harris. In their paper, 
three different mathematical methods were empirically evaluated in terms of their 
appropriateness in classifying motion data. Another study which was based on empiri-
cal evaluation was highly qualitative in nature (Reis, de Sá and Carriço), investigating 
the effect of context of use on user preferences for interaction modalities with a  
mobile application. 

What is then common between haptics and audio in interaction? Two different ap-
proaches for how haptics and audio could be conceptually handled together were 
presented. The first was based on esthetics frameworks (Chang and O’Sullivan), the 
other on the notion of physical embodiment (Pirhonen and Tuuri). This topic is impor-
tant in providing foundations for designers to use to create successful multimodal 
interfaces. 

Haptics and audio have a lot of potential in enhancing human–computer interac-
tion, but new designs for interaction techniques that combine them effectively are 
needed if they are to be used. A tactile-sensitive surface element was first presented as 
a technical concept and then applied in sonification by Hermann and Kõiva. The sec-
ond study in this category (Devallez, Rocchesso and Fontana) presented a tool which 
utilized depth cues in audio feedback connected to a gestural input device, thus  
providing a nice example of support to multimodal interaction. 

Audio and haptics are both broad areas and there are still many basic perceptual ques-
tions to be answered about the two different modalities, in use on their own and in com-
bination, before we fully understand them. New work was presented on the multimodal 
perception of rhythm (Jokiniemi, Raisamo, Lylykangas and Surakka) and roughness 
(Altinsoy), which will inform future interaction techniques and applications.  

Having this collection of extremely different approaches to the discussion of haptic 
and audio interaction design was just a starting point for fruitful collaborations be-
tween researchers who participated in the workshop. We believe that the underlying 
idea of bringing together researchers from these different areas results in an interesting 
workshop and a creative exchange of ideas. The practical implementations of these 
ideas will be seen not only in scientific publications but, in the future, in everyday 
products as well. 

 
September 2008 
 

Antti Pirhonen 
Stephen Brewster 
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Evaluation of Continuous Direction Encoding

with Tactile Belts

Martin Pielot1, Niels Henze1, Wilko Heuten1, and Susanne Boll2

1OFFIS Institute for Information Technology, Germany
{pielot,henze,heuten}@offis.de
2University of Oldenburg, Germany
susanne.boll@uni-oldenburg.de

Abstract. Tactile displays consisting of tactors located around the
user’s waist are a proven means for displaying directions in the hori-
zontal plane. These displays use the body location of tactors to express
directions. In current implementations the number of directions that can
be expressed is limited to the number of tactors. However, the required
number of tactors might not be available or their configuration requires
too much effort. This paper describes the design and the evaluation of
a presentation method that allows displaying direction between tactors
by interpolated their intensity. We compare this method with the
prevalent one by letting participants determine directions and having
them navigate along tactile waypoints in a virtual environment. The in-
terpolated direction presentation significantly improved the accuracy of
perceived directions. Discrete direction presentation, however, proved to
be better suited for waypoint navigation and was found easier to process.

Keywords: multimodal user interfaces, tactile displays, direction
presentation, interpolation, orientation and navigation.

1 Introduction

Maps and route descriptions are well established means for orienting in an un-
familiar area, keeping on track of a route, or finding points of interests (POIs).
Most widely used tools for this are maps, either printed or digitally integrated
in car navigation systems or mobile phones. These tools rely on the visual sense
to be interpreted. In car navigation systems the visual display is complemented
by a speech output which gives us directions to keep on track. However, both
visual and auditory feedback might not be the most suitable ones to support a
person’s orientation and navigation while walking or driving. The visual display
needs visual attention and is competing with the attention we need for watch-
ing and observing our surroundings. The auditory display can be perceived via
speakers or earphones but can also be experienced as being annoying, obtrusive,
and interfering with other tasks such as driving or talking to a friend.

In our research, we explored tactile sensation as a modality to present infor-
mation for orientation and navigation. The driving argument behind this is that

A. Pirhonen and S. Brewster (Eds.): HAID 2008, LNCS 5270, pp. 1–10, 2008.
c© Springer-Verlag Berlin Heidelberg 2008



2 M. Pielot et al.

tactile sensation can be perceived in a fashion that it is not obtrusive to the current
user task and also can be perceived in discretion without the environment noticing
it—as we know this from mobile phones that rest in vibration mode in our pock-
ets. Tactile displays generally “appeal to the cutaneous senses by skin indentation,
vibration, skin stretch and electrical stimulation.” [2]. Addressing the cutaneous
sense, we developed and evaluated a tactile display that uses tactile transducers
(tactors) worn around the waist. Their vibration can be sensed at different inten-
sity levels and rhythms at the spot where they are attached to the skin. Using spa-
tially distributed tactors each tactors’ location can be used as an additional output
parameter. If spatially distributed tactors are used the tactile output at a specific
location on the body can be connected to specific information.

Different groups [10,6,13,5] as well as ourselves [4] have shown that such tactile
belts are a promising approach to provide directions in the horizontal plane. They
used the tactors on the display to indicate a direction such as cardinal directions
or the direction of waypoints. One drawback of the existing systems is, however,
that the direction information is realized as a discrete presentation and each
tactor conveys exactly one direction which results in either a high number of
tactors or very coarse direction information.

In this paper, we present an evaluation of continuous direction presentation
with a tactile belt. The continuous direction is encoded by intensity interpo-
lation of adjacent tactors. Our evaluation bases on our tactile belt in which
six tactors are distributed equally around a user’s waist. With two experiments
we compare interpolated versus discrete tactile information presentation. The
study provides evidence that interpolated direction presentation leads to a more
accurate perception of the direction, while the discrete direction presentation
was easier to perceive and process for waypoint navigation. The two major ad-
vantages of the interpolated direction presentation is that the accuracy of the
perceived direction information increases. In addition, the system design can be
parameterized such that existing tactile belts with varying numbers of tactors
can now be re-programmed rather than re-engineered.

2 Related Work

Previous work has shown the feasibility of tactile displays for presenting direc-
tions by mapping them to body locations [1]. Many application scenarios have
been suggested, like maintaining spatial awareness, waypoint navigation, and
displaying the location of objects such as POIs.

Tan and Pentland [9] used a tactile belt for displaying cardinal directions
to the user. This belt consisted of several tactors worn around the user’s waist
and a compass. The system always activates the tactor that points most closely
north. This kind of perception was evaluated by Nagel et al. [6]. For six weeks,
four participants wore a belt which displayed north. Afterwards, a significant
difference in a targeting task was observed between the experimental and the
control group. Van Erp et al. [12] evaluated displaying directions for counteract-
ing spatial disorientation. Participants were rotated around the yaw axis using a
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swivel chair for 24 seconds. Afterwards, they had to compensate a quasi random
angular velocity disturbance generated by the chair. Van Erp et al. showed that
using a tactile display helps to recover spatial orientation.

Van Erp et al. [13] showed that pedestrians are able to follow a route consist-
ing of waypoints guided by a tactile belt only. However, they observed that their
participants were walking zigzag towards the waypoints. They argue that the lim-
itation of tactors resulted in a too inaccurate direction presentation. Tsukada and
Yasumura [10] additionally found that reducing the length of vibration pulses
has a negative effect on the perceptibility of directions. In our recent work [4]
we could show that pedestrians can be guided close to an invisible route with a
tactile belt when placing the waypoints very close to each other.

Lindeman et al. [5] proved the applicability of tactile belts for displaying sta-
tionary POIs. They evaluated user’s performance in a building clearing task,
where a tactile belt helped them to avoid stepping into dangerous areas by dis-
playing hazardous spots. In our previous work we proposed a system for keeping
groups together in crowded environments [7]. A tactile belt is used to display the
location of the group’s individuals. Rupert [8] investigated displaying pilots the
location of objects around them in 3D space by using a tactile display consisting
of 128 tactors worn around the whole torso.

3 Direction Presentation with a Tactile Belt

In our previous work, we developed a belt type tactile display with six tactors
[4]. The belt consists of flexible fabrics and is worn around the hip. Six vibration
motors serving as tactors are sewn into the belt. The tactors are composed
of an unbalanced mass on a rotating axis and can produce vibrations of high
frequencies. They are equally distributed leading to a distance of about 60◦

between two adjacent tactors (see illustration in Figure 1).
The hardware design of our belt is basically comparable to the systems we

presented in the related work section. In these systems, direction presentation
using tactile belts typically follows a concept that we call ”discrete direction
presentation”. Directions are expressed by modifying the body location of the
tactile cue, where directions are mapped to body location. A tactor is activated
if the corresponding direction should be displayed to the user. As the number of
tactors is limited on the belt, a whole range of directions must be mapped to be
displayed by one single tactor. Hence, each tactor is responsible for displaying a
range of directions as illustrated in Figure 2.

This presentation method leads to an inherent inaccuracy. Taking our belt
as example, each tactor is mapped to a range of directions with a size of 60◦.
Thus, the deviation between actual and expressed directions lies between 0◦-
30◦. This results into an average deviation of 15◦, assuming evenly distributed
directions being displayed. One solution to this problem is to alter the mapping
between directions and body location considering the application scenario. For
waypoint navigation, one extra tactor could indicate being on route, while the
others are used to display the direction of the subsequent waypoint. However,
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Fig. 1. Sketch of a belt with six tactors displaying three direction (0◦, 20◦, and 40◦)
using a discrete presentation technique

this is not suitable for other use-cases such as displaying the location of POIs
that could be located all around the user. Therefore a solution would be adding
tactors to gain higher accuracy. We propose an alternative approach for gaining
higher accuracy which makes best use of number of available tactors by using
the vibration intensity as additional parameter for encoding directions.

Combining the parameters body location and intensity we propose a presenta-
tion method that displays directions using interpolation. This encoding exploits
the effect of apparent location where a single perceived stimulus is induced by two
stimuli at different locations. According to van Erp [11] the perceived location de-
pends on the relative magnitude of the two stimuli. Directions between the exact
angles of two adjacent tactors are encoded throughdifferent intensity levels of these
tactors. The intensity levels are determined by a linear function depending on the
displayed angle. If two tactors are 60◦ apart, and an angle is displayed 20◦ away
from one tactor (see Figure 2), the intensity of the closer tactor is two-third, and the
intensity of the other tactor is one-third of the maximum intensity. We proposed
this idea in [3] for a display with three tactors. In the following this method will be
called interpolated presentation.This method allowsmaking existing devices more
accurate and flexible without the need for physical re-engineering. Consequently,
this opens up new options for flexible software configuration of the belt’s output.

Fig. 2. Sketch of a belt with six tactors displaying three direction (0◦, 20◦, and 40◦)
using a interpolating presentation technique
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4 Evaluation

We conducted two experiments to compare interpolated and discrete presenta-
tion. In the first experiment we asked participants to determine directions. In
the second experiment participants had to navigate along tactile waypoints in
a virtual environment. We expected people to perceive directions more accurate
using the interpolated presentation. We also assumed that the interpolated pre-
sentation is less obtrusive, since when the displayed direction changes slowly, no
sudden jumps of the tactile feedback from one tactor to the other occur. On
the other hand, we supposed that discrete feedback is easier to interpret for un-
trained users, since there is less information to process. 16 participants with an
age of 20-34 (M1=25.73, SE2=1.05) took part in the evaluation. 15 of them were
male and eight had previous experience with our tactile belt. We afterwards
handed out questionnaires to ask for the participants’ subjective impressions.
The experiments and the questionnaire are described in the following.

4.1 Accuracy of Direction Perception

The aim of the first experiment was to test the assumptions that interpolated
presentation is more accurate but more difficult to process. We therefore let the
participants determine a number of directions displayed with both presentation
methods and compared the reaction time of the users as well as the accuracy of
the perceived directions.

Method. Discrete presentation served as control condition and interpolated
presentation as experimental condition. Every participant contributed to both
groups. To rule out systematic sequence effects, we randomly assigned which
display method was used first. We measured the average deviation of the de-
termined directions for comparing the accuracy of the presentation methods.
Additionally we recorded the reaction time as an indicator for the difficulty.

The tactile belt was connected to a desktop computer. An application running
on the computer was used to display directions via the tactile belt. A circle on the
screen enabled the participants to select the perceived direction using a mouse
(see Figure 3). No other visual cues were given except a line marking front.

Prior to the experiments 32 random directions between 0◦ and 359◦ were
generated. We displayed the same directions to every participant for compara-
bility purposes. At the beginning of each experiment session, each participant
was introduced to both display methods theoretically. Then, the application
demonstrated both presentation methods by displaying a virtual point running
clockwise around the participant. When the participants had familiarized them-
selves with the presentation methods, they were informed which method was
used first to display directions. The application then presented the 32 directions
in random order. Each direction was presented until the participant responded to
the system by indicating the perceived direction. Afterwards, all directions were
presented again in another random order using the other presentation method.
1 Mean.
2 Standard error.
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(a) (b)

Fig. 3. (a) Participant during the evaluation wearing the tactile belt. (b) Application
to specify the perceived direction.

Results. The mean deviation of directions given by the participants was sig-
nificantly lower with the interpolated presentation (16.83◦, SE 0.74) compared
to the discrete presentation (19.43◦, SE 0.97). In contrast, the reaction time
was significantly higher for the interpolated presentation (4.42s, SE 0.44) than
for the discrete presentation (3.23s, SE 0.26). Statistically, interpolation had a
medium effect on improving the accuracy (t(14) = 2.93, p < .01, r = .49) and a
a high effect on prolonging the reaction time (t(14) = -4.54, p < .001, r = .84).
Comparing the performance of participants that had previous experience with
the tactile belt to those who had none did not reveal any significant effect.

4.2 Waypoint Navigation in Virtual Environments

The goal of the second experiment was to test, how interpolated presentation
performs in an exemplary task like waypoint navigation. We asked the partic-
ipants to walk along a route in a virtual 3D environment. We measured and
compared the time the participants needed to complete the route with each pre-
sentation method. We made no assumption about which presentation method
would allow faster completion of the route. On the one hand, we expected that
more accurate feedback would result in the ability to follow the ideal route more
closely, but on the other hand, the expected higher difficulty of processing the
feedback could nullify or invert this effect.

Method. The participants explored a virtual area from the first person view.
They had to follow a route marked by tactile waypoints. To avoid participants
using landmarks as orientation help, we did not include any visible objects ex-
cept the ground. Repeating, chessboard-like textures on the ground allowed users
to detect their movement visually. The application allowed the user to continu-
ously turn left and right and move forward by holding the respective arrow keys
pressed. A waypoint was reached, when the participant came closer than 40 Units.
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Fig. 4. Visual 3D presentation provided to the participants

All routes consisted of 5 sections with 3 waypoints each. The location of the way-
points was generated randomly with the constraint that each section had to be
the same length (1000 Unit) and the same angle sum (287◦). Thus, the ideal travel
time for each route was the same, making the participants’ performance compara-
ble. Figure 4 shows the virtual environment and a user navigating along the route.

Each participant completed two routes, one using discrete and the other us-
ing interpolated presentation. The presentation method that was used first was
randomly assigned to avoid systematic sequence effects. We measured the time
the participants needed to complete each route to assess the participant’s perfor-
mance. We chose completion time as dependent variable, since besides distance
covered by the participant it also takes situations into account where the user
stands and turns around. Since movement speed and turning speed are both
constant, this measure is an indicator for how accurate the participants stayed
on the track as long as they do not halt without any reason.

Every participant had previously attended the first study. They were all in-
troduced to the tactile belt and both presentation methods. The participants
were told to complete the route as fast as possible and not to stop unnecessar-
ily. Only, if the next waypoint was not in front of them, they should halt while
turning. This should avoid the users walking away from waypoint, which would
artificially degrade the measured performance. The experiment started, when
the participants reached the first waypoint. Once they had completed the first
route, the presentation method was changed and the second route started.

Results. We had no training session. Instead, we dedicated the first two sections
of the route as training part. For the results we therefore only take the comple-
tion time of the last three sections of each route into account. We excluded two
participant’s results, because they experienced technical failures and thus strug-
gled finding the waypoints. The completion time was significantly shorter with
discrete presentation (65.59s, SE 3.05) compared to interpolated presentation
(72.66s, SE 3.81). The presentation method had a large effect on the completion
time (t(12) = -2.67, p < .05, r = .72). In general, participants walked straight
towards the subsequent waypoint. We could not confirm the zigzag movement
observed by van Erp et al. [13]. The most time got lost, if participants missed
a waypoint and consequently had to turn around. In a few cases we observed
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participants circling around a waypoint, missing it several times. This happened
with both presentation methods.

4.3 Self Reports and Observations

After both experiments we handed out questionnaires, assessing the subjective
impression of the participants about both display methods. The participants
were asked to rate for each presentation method, how obtrusive it felt, how
certain they were about the correctness of the directions they determined in the
first task, how easy the determination directions in the first task was, and how
easy it was to follow the route in the second task. Every aspect was rated on a
five point Likert scale, ranging from zero (obtrusive/uncertain/difficult) to four
(unobtrusive/certain/easy).

The ratings showed that during the first experiment the participants found
discrete presentation (Mdn=3) significantly easier to interpret than interpolated
presentation (Mdn=2). Discrete presentation had a medium effect on the diffi-
culty (Wilcoxon signed-rank test: T = 82, p < .05, r = 0.38). There were no sig-
nificant differences found between the presentation methods regarding the other
three rating categories. Both presentation methods were found slightly comfort-
able in average (Mdn=3). Independent of the method, participants were slightly
certain that the directions they had given were correct (Mdn=3), and found it
slightly easy to follow the invisible route in the second experiment (Mdn=3).

During the evaluation several participants spontaneously mentioned that they
were getting less sensitive to the vibration pulses. Consequently they found it
harder to determine directions. In the first experiment, there were three cases
where participants touched the belt to localize the tactile cues, since they were
not able to determine their origin. Two participants even experienced a case,
where they did not perceive the vibration anymore. After the first experiment,
some participants indicated that determining directions was a very exhausting
task and that especially interpolation is more difficult to interpret.

4.4 Discussion

The first experiment confirmed our assumption that the interpolated presenta-
tion method allows presenting directions more accurately compared to the dis-
crete presentation method. This benefit came at the expense of slower reaction
time. Despite the better accuracy, the second experiment showed that a route
consisting of haptically presented waypoints is completed faster with discrete
presentation. The questionnaires revealed no differences between the presenta-
tion methods except that the participants found it easier to interpret directions
with discrete presentation in the first experiment.

The average accuracy of interpolated presentation found in the first experi-
ment was similar to the accuracy we found with the same presentation method
during earlier studies [4]. The accuracy of discrete direction presentation was



Evaluation of Continuous Direction Encoding with Tactile Belts 9

worse than anticipated. As explained in section 3 we expected an inherent
inaccuracy of 15◦ for the discrete presentation. The actual result was 19.43◦.
The difference between those values can serve as an indicator for variance de-
creasing the accuracy, such as the difficulty of mapping the physical experience
to a visual circle or cases when participants were not able to determine which
vibrator was activated.

The participants’ impression that interpolated feedback is more difficult to
process is backed up by the in average longer reaction time measured in the first
experiment. Previous work showed that processing tactile feedback can be suc-
cessfully trained [6]. However, we could not find a significant difference caused by
previous experience with the tactile belt. We therefore suggest that if processing
interpolated feedback can be trained, it requires more practice.

The longer reaction time might also have been a reason for discrete presenta-
tion resulting into faster completion of the route, in the second experiment. We
suspect that slight changes were noticed later due to the longer processing time
of interpolated feedback and due to vibration insensitiveness, since the feedback
was almost always perceived from the front.

Our assumption that interpolated presentation is perceived as less obtrusive
could not be confirmed. However, due to the nature of the conducted experiments
those abrupt changes in the output were perceived using both presentation tech-
niques. In the real world the relative direction of objects, such as waypoints and
POIs, do not change abruptly but continuously. Sudden changes in the display’s
tactile output would not occur with interpolated presentation. Thus, we assume
to obtain different results for real world tasks.

5 Conclusion and Future Work

In this paper we presented a presentation method for tactile belts that displays
any direction in the horizontal plane using six vibrators only. The developed
presentation method displays a direction by interpolating the intensity of two
adjacent tactors. In two experiments this presentation method was compared to
the discrete presentation method used by other belt type tactile displays. The
experiments showed that interpolated presentation is more accurate than discrete
presentation for the developed tactile belt with six vibrators. However, it was also
found that interpolated presentation is more exhausting and takes longer to be
interpreted. Despite the increased accuracy, interpolated presentation performed
worse in a waypoint finding task compared to discrete presentation.

In our future work, we will use the data of the presented study to refine the
interpolation. A promising approach is to replace the used linear interpolation
function by a more sophisticated one. The extinction of the tactile sensation
also has to be considered. Additionally, we plan to experiment with encoding
additional information through other parameters of the tactile output. In par-
ticular, we are interested in using tactile displays for the presentation of localized
objects, such as POIs, landmarks, or persons.
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Abstract. Visually impaired pupils are a group that teachers need to pay attention 
to especially when planning group work. The need for supporting collaboration 
between visually impaired and sighted people has been pointed out but still there 
are few evaluations on that. In this paper two studies are described concerning 
collaboration support for visually impaired and sighted children in a multimodal 
learning environment. Based on the results of the first study where two children 
used a multimodal single-user Space application together, the application was im-
proved to better support collaboration. This prototype was then evaluated.  Ac-
cording to the results it is worthwhile to provide individual input devices for all 
the participants in the group. For helping the pupils to achieve a common ground 
it is also important to provide sufficient support for all senses in a multimodal  
environment and to take care of the feedback about the haptic status of the envi-
ronment also for the sighted participants.  

Keywords: Collaboration, visually impaired children, multimodal interaction, 
haptics. 

1   Introduction 

Children with special needs are nowadays often integrated in ordinary classes which 
make the learning situation more challenging both to the children and to the teacher. 
One of those special groups that teachers need to pay attention to is visually impaired 
children. These pupils may have a lot of different assistive resources in the classroom, 
like personal assistants, Braille books, relief pictures or maps and voice synthesizers. 
But still they can feel as outsiders during the lessons and also during the breaks. This 
can especially happen when pupils are doing group work together [11]. The special 
tools that visually impaired pupils have in school are usually not designed for group 
work but for individual work.  The need for supporting collaboration between visually 
impaired and sighted people has been pointed out before and recommendations for 
how a graphical user interface should be presented in other ways than visually have 
been suggested [2, 4]. However, there are few evaluations on multimodal support for 
group work in a school context including visually impaired and sighted pupils.  
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Visually impaired and sighted pupils do group work together on various topics in 
the school today [11]. A problem is, however, that during group work visually im-
paired pupils partly work in a separate work process rather than included in the main 
group work. This happens in spite of the good intention to include everyone in the 
work. Collaboration depends on an unrestrained dialogue and on the fact that people 
working together can maintain a common ground of the context of joint action includ-
ing the features of the workspace and the continuous status of the work process. Some 
of the basic features of face-to-face conversation are: a shared physical environment, 
ability to see and hear each other, ability to perceive each other’s actions and that 
people can produce and receive communication at once and simultaneously [1]. In the 
case of group work between visually impaired and sighted pupils in the school today, 
a shared understanding can not always be easily maintained. The respective work 
tools of the pupils do not allow shared mutual access to information or perception of 
others’ actions. Thus both the work space and the work process have an influence on 
this lack of shared understanding.  

In recent years different multimodal interaction models have been developed and 
investigated for visually impaired children. User interfaces have been implemented 
for different haptic devices, for example, game controllers and the SensAble Phantom 
device. Usability tests have been conducted investigating the benefits of haptic feed-
back in different applications [5, 7, 9, 13]. A Space application has been designed to 
support children's exploratory learning among astronomical phenomena [8].  

Investigations of the Space application and also most of the previous studies have 
focused on single user situations.  During the last three years a multimodal learning 
environment for inclusion of visually impaired people has been designed in a Euro-
pean project MICOLE (Multimodal Collaboration Environment for Inclusion of Visu-
ally Impaired Children). The focus has been collaboration between visually impaired 
and sighted children (see [6]). As a part of this research project the Space application 
has been investigated in a collaborative setting and based on the results of that study it 
has been further developed to support collaboration and then tested again. In this 
article we describe the results on children’s collaboration in these two studies.   

2   Systems and Applications Tested 

2.1   Apparatus  

A SensAble Phantom Desktop device [12] with a stylus that is used like a pen was 
used to make it possible for the child to feel the contents of the application. A Magel-
lan space mouse (Fig. 1 in the middle) was another input device used in both studies. 
In the Solar System application an ordinary computer mouse and a keyboard were 
also used. With the computer mouse a child can guide the Phantom user by haptic 
feedback to a certain target. The cursor of the mouse is a red cross and moving this 
cross and pushing the left button of the mouse, the Phantom stylus will move to the 
place marked with the cross. The visual feedback was provided with 17” LCD dis-
plays. Stereo sound was provided with loudspeakers. 

In the first study the Phantom was placed in front of the visually impaired child 
and one LCD display was placed in front of the sighted child (Fig. 1, left).  
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Fig. 1. A visually impaired and a sighted child using the Phantom together in the first study 
(left) and in the second study (right). The Magellan Space Mouse [14] in the middle.  

The test setup of the second study (Fig. 1, right) consisted of two 17” LCD dis-
plays. In the application used in this study the small buttons of the Magellan space 
mouse were utilized as well as the big one. 

2.2   The Space Application 

The Space application [9] was designed to support children’s explorative learning. Four 
micro worlds were used in the study: the Solar System, the Earth, the Earth’s Orbit and 
the Earth’s Internal Layers (Fig. 2). There is also a menu for navigating to each micro 
world. The Earth can be touched with the stylus and distinct surfaces like oceans and the 
ground feel differently. It is also possible to rotate the Earth. In the Solar System the 
orbits of the planets can be followed with Phantom stylus. When a certain planet is 
found it is possible to listen to some extra information about it by pushing the stylus at 
the planet. In the Earth’s Orbit environment the Earth can be moved with the stylus 
along its orbit and the application tells the user which season there is in Finland at every 
position. Finally, in the Earth’s Internal Layers micro world different compositions of 
the layers are illustrated as a cross-section where they can be touched and the descrip-
tions about layers can be heard. The user navigates back to the menu from every micro 
world by pushing the big handle on the space mouse.  

 

Fig. 2. The micro worlds of the Space application: The Solar System, the Earth, the Earth’s 
Orbit and the Earth’s Internal Layers 
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2.3   The Solar System 

The Solar System application is a part of the Space application. It was developed in 
order to be used by visually impaired and sighted children together in a collaborative 
situation. The new features make it possible to make notes and to guide the Phantom 
user by the computer mouse.  

The application makes use of two screens: The Solar system user interface in one 
and the Notebook view in another one (Fig. 3). With the Solar System the user can 
explore the orbits of the planets with the Phantom stylus and the speech synthesizer 
tells which planet’s orbit is in question. When finding a planet the user can explore its 
surface by pushing the planet with the stylus. These planet surfaces are new micro 
worlds that have been designed for this application. The Sun can also be explored.  

 

Fig. 3. Two screens of the Solar System 

On the surface of the object it is possible to feel the shapes and textures of it and 
listen to some extra information by pushing the little button on the stylus. The other 
screen shows a notebook view consisting of three fields and the title relevant to the 
context. The title can only be read but the contents of the other fields can also be 
heard. In the uppermost field all the previous notes written in this certain context can 
be seen. The other two fields are used for writing a note: a title field and a content 
field. An ordinary keyboard is in use for typing but the Magellan space mouse is used 
for manipulating the notes. In this way both children have equal possibilities to use 
these functions. 

3   Evaluation Settings and Procedures 

The laboratory where the first study took place consisted of two rooms. In the testing 
room the children operated the application and the device with the aid of an assistant 
who was a nursery school teacher. In the observation room two test organizers were 
observing the test situation through a one-way glass. Also, the parents had an oppor-
tunity to follow the test from that room. 

In the second evaluation at schools, the testing was organized in separated rooms 
where only the participants of the test and the test organizers were present.  
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The testing procedure for tests with visually impaired children has been developed 
in our previous research projects [5]. Before the evaluations we conducted pilot tests 
to investigate both the usability of the application and the adequacy of our testing 
procedure in collaborative settings.  

The test began with a casual start-up interview concerning the children’s experi-
ences on computers and applications and possible earlier use of haptic devices. The 
children were then interviewed about group works at school. After that, the children 
were shortly briefed on the contents of the application. Then they were taught to use it 
by means of real world models and a plastic stick, which was of similar shape to the 
one of the Phantom device. Both children were also taught to hold the Phantom stylus 
properly and how to use that device. 

At first the children used and explored the application freely and after that they 
were asked to complete different tasks utilizing the application. The tasks were simple 
as our aim was not to test children’s learning processes this time but to investigate the 
collaborative use of the multimodal application in hand. The tasks were read aloud 
and given also on paper to the children. When the tasks were completed the children 
were finally interviewed about their experiences of using the application together. 

The analyses were made of the videotaped interaction and the post test interviews. 
Two evaluators analyzed the children’s activity during the group work, regarding 
which one of them (the visually impaired or sighted) was the most dominant, if any, 
and which one of them took the most often the initiative. The number of observed 
actions by the children and their verbal and non-verbal expressions regarding these 
dimensions were also noted. Finally, the ways in which the children helped each other 
and the help needed from the test assistant were analyzed. 

4   The First Study 

4.1   Participants 

Four pairs of children (one blind or visually impaired child and one sighted child) were 
invited to our laboratory to test the Space application. The participants were 9–12 years 
old, two of them were girls (one pair) and the other six were boys. Three of the visually 
impaired children were blind. We asked the visually impaired children to ask a sighted 
friend to join them in the test, and as a result the children’s relationships were different 
in every pair: schoolmates, cousins, siblings and twins.  

4.2   Tasks 

In this first study the children solved three tasks one by one and told the answers 
verbally to the test assistant. The questions were the following: 1) Which are the rea-
sons for the fact that the Earth is the only planet with life in our solar system?  
2) Which continents are not mentioned in the part of the application that contains 
information about the oceans and continents of the Earth? 3) Why is it not possible in 
the real life to dig a tunnel deep enough to come out from the other side of the Earth? 
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4.3   Results 

Task performance. All the pairs managed to finish all the tasks. One of the pairs 
(twins) succeeded very well and completed the tasks without assistance. The other 
three pairs needed either verbal guidance or hands-on help in using the stylus. 

Activity. Both the blind or visually impaired and the sighted children were active 
during the collaboration. They completed the given tasks together and not individu-
ally. Although the visually impaired child was the “main user” of the Phantom stylus, 
they also changed roles during the tasks when needed.  

Commitment. The children concentrated quite well in the tasks. However, most of 
them had already knowledge about the application area and maybe this reduced a bit 
their motivation in completing the tasks. In some cases we noticed additional actions 
(outside of the tasks) by the child who was not handling the Phantom stylus. This 
happened when the child did not have so much to do at that time with the application.  

Dominance. Children’s joint use of the stylus occurred mostly by the sighted child as 
an initiator. The reason was probably that the blind or visually impaired child was the 
main user of the stylus. In one test session the blind child held the stylus all the time 
with both of his hands. This made it problematic to use the stylus together with  
the other child.  

In those cases where children were not so much used to work together the blind or 
visually impaired child seemed to dominate more. This was especially evident when 
the visually impaired children were active and enthusiastic in doing the tasks and the 
sighted children (also enthusiastically) grabbed the stylus but released it immediately 
when the visually impaired did not support that kind of joint interaction. In one case 
the blind child pushed the other’s hand away from the stylus, but there were however 
no signs of actual dominance; this pair worked seamlessly together as if they had a 
joint work plan. Neither of them needed to dominate. Both of the children were  
concentrating well on the common task. 

4.4   Lessons Learned 

The child using the Phantom stylus often dominated in collaboration. Usually this 
child was the visually impaired one, who was seated in front of the Phantom device. 
In this case the role of the sighted child was more like an assistant than a participant.   

Although the sighted child evidently wanted to grasp the stylus, he or she hesitated 
to do that or the visually impaired child even pushed the other’s hand away from the 
stylus. One solution to avoid this situation could be to offer each child an own interac-
tion device.  

There could be much more visual information for the sighted child as the haptic 
feedback is mainly intended for the visually impaired child. This could increase the 
commitment of the sighted child to the learning situation. The sighted child could e.g. 
get visual feedback of the haptic information that the visually impaired gets through 
the Phantom. Then, the children would get a better shared understanding of the work-
space that would help both children to discuss information, and to guide each other 
during navigation and exploration in the application.  
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On the other hand, if both children had one haptic device each that would solve 
that problem. The fact that the children spontaneously held on to one stylus shows 
that they both had the need to get the haptic feedback. But holding on to the same 
stylus, one child having a hand on top of another’s hand, is not good ergonomically.  

Some pairs in our tests wanted to write down the answers of the tasks. They asked 
to have paper and pencil, which were not included in our test set-up. Paper and pencil 
are common tools for children in the school environment and should thus be available 
in the test situation, too. On the other hand the application could offer the opportunity 
to make notes.  

Testing the application in a laboratory and not in a real learning situation in a class-
room does not give the best insight into how it supports children’s collaborative learn-
ing. Thus, we decided to test it in real school contexts.  

5   The Second Study 

According to the results of the first evaluation we further developed the application. The 
resulting Solar System application was introduced in Section 2.3. The children used the 
application at the schools and all the sessions were videotaped. As the application had 
been changed and new collaborative tools had been designed, the evaluation was fo-
cused on the usability of those new parts. Apart from that, the collaborative issues were 
assessed in the same way as in the first evaluation. When designing the test tasks we 
planned them with a teacher of geography and she was also observing the first pilot test.  

5.1   Participants 

Three visually impaired and three sighted pupils participated in testing which took 
place in three schools. These children were not the same as in the first study.  The 
ages of the children were between 7 and 9 years. One of the visually impaired chil-
dren was blind; the other two could use their sight a little.  

We also experimented with one visually impaired child and his sighted partner 
both of them having an additional hearing defect. However, the hearing defect has an 
effect on children’s conceptual understanding, and thus the testing had to be specifi-
cally tailored for them. In the analysis of the results this pair has been left out because 
of the different testing procedure.  

5.2   Tasks 

The tasks were the following: 1) Locate Finland on the globe. 2) How long does it 
take a shaft of sunlight to reach the surface of the Earth after its departure from the 
surface of the Sun? 3) Which are the two stone planets of our solar system that have 
no moons? 4) Why is it impossible for people to live on the other planets? Examine 
three planets of your choice and write down at least one reason for every planet as an 
answer. (Before the fourth task the test assistant discussed with the children about 
prerequisites of life, and how is it possible to live on the Earth.) 
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The answers were written as notes in the application. Children were advised to use 
the application together and also to think aloud. They could be helped in making up 
the titles for their own notes which proved to be quite difficult for the children in this 
age according to the pilot tests.  

5.3   Results 

Task performance. All three pairs of children without hearing defect managed to use 
the application and they finished all the tasks. However, all of them needed help in 
some tasks and the most common type of assisting was motivating. The possibility to 
make notes was a successful feature and all the children in pilot tests as well as in the 
main tests liked to hear their own comments read by the synthesizer. Also the possi-
bility to guide was greeted with satisfaction.  

Especially in the first test task where the children were asked to find Finland on the 
globe, it was observed that exact locations were difficult to find even when guided 
with the mouse.  

Dominance. In the first study we found that the child using the Phantom device seemed 
to dominate in collaboration. Now there were more interaction possibilities in the appli-
cation. However, when one partner was using the Phantom the other one did not have 
much to do, and when the other one was writing the note the Phantom user got a bit 
bored. Thus, the dominance seemed to be linked to the use of the input devices. It was 
technically possible to use the Phantom and to write a note simultaneously, but in our 
procedure (with the tasks) that was not very natural. During the sections when only one 
child was actively operating the stylus or writing a note they still collaborated verbally.  

Common ground. The children managed to complete the tasks well together and the 
discussion about the task on hand helped them through the tasks. The structure of the 
application (two screens with different functions each) might have an influence on the 
work flow: the children took turns in doing actions and sometimes this caused a break 
in collaboration. The division of work was a challenge in writing notes in the collabo-
rative setting. The saving function didn’t give any feedback through sound or haptics. 
The saved text just disappeared and came visible in the list of notes. So the visually 
impaired child didn’t realize that the text had been saved. 

Guiding. The children assisted each other but all the guidance was given by the 
sighted partners. Most of time they guided by telling the other one in which direction 
to move or where some object could be found, but they also used the possibility to 
guide the other child with the mouse. One feature in the way the Phantom worked 
confused the children: when the stylus is positioned in peripheral areas of the haptic 
field (an edge), where two surfaces are very close to each other, the stylus starts to 
shake a bit. This made children comment like “hey, what’s that, what’s happening?” 
However, in one case the sighted child guided the Phantom user away from the shak-
ing edge by the mouse, which was an indication of children’s reciprocal helping in an 
extraordinary situation. 



 Supporting Collaboration between Visually Impaired and Sighted Children 19 

6   Discussion and Conclusions 

The exact locations were difficult to find even when guided with the mouse. Addi-
tional investigations are still needed to find out if this is caused by the Phantom, the 
mouse or maybe by both. One solution could be to replace the mouse with another 
Phantom device, like it was done by Sallnäs et al. [10] or McGookin and Brewster 
[3]. As the mouse locates targets two-dimensionally and the Phantom supports three 
dimensions, this improvement could help in guiding to also very strict points.  

Only the guiding with the mouse occurred always simultaneously and the notes 
could be written both sequentially or in parallel with the exploring. So the awareness 
of the situation of the partner does not have as big an influence on completing the 
tasks together as in the case where the tasks have to be done simultaneously all the 
time. As the children collaborated quite well by discussing about what was happen-
ing, the occasional lack of awareness or common ground on the other hand could 
bring along active collaboration. If the children had been working all the time simul-
taneously, they would have possibly missed some fruitful discussions.  

Based on our findings we recommend the following. Some kind of input devices 
should be provided to all children that participate in the group work so that all children 
can interact with and explore the workspace. This can reduce the device dominance 
phenomenon. Furthermore, sufficient visual feedback should be provided of the haptic 
information for the sighted child, if another haptic device is not available for her or 
him. Finally, ergonomic issues are very important to take into account when designing 
a learning environment, especially when many devices are to be included there. 
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Abstract. In this paper, we propose a methodology for systematically integrat-
ing haptic feedback with a co-developed gesture interface for a computer-based 
music instrument. The primary goal of this research is to achieve an increased 
understanding of how different sub-modalities of haptic feedback should be 
combined to support both controllability and comfort in expressive interfaces of 
this type. We theorize that when including haptic feedback in an instrument, 
force and vibrotactile feedback could be beneficially designed individually and 
then fine-tuned when mixed in the final design. 

Keywords: Haptics, gesture interface, perception. 

1   Introduction 

Today’s electronic music instruments often take the shape of more traditional instru-
ments (like keyboards, electric guitars or wind controllers), adding digital functionality 
while retaining both the strengths (typically including high controllability) and usability 
flaws of their models. Conversely, contemporary computer-based music interfaces de-
part so greatly from traditional acoustic instruments that they can be hard to recognize 
as instruments at all. Some novel approaches, such as gesture controllers, are quite  
expressive and easier to learn than acoustic instruments, but they also tend to be less 
controllable and do not capture the characteristic “feel” of a music instrument. 

The research proposed here aims to identify at least one path by which the feeling of 
using a music instrument can be captured by gestural computer-music interfaces, with-
out compromising the expressiveness and ease-of-use they already exhibit. Specifically, 
we wish to discover how to most beneficially combine sub-modalities of haptic feed-
back (namely, force and tactile feedback) to simultaneously support controllability, 
comfort and expressivity in interfaces such as computer-based music instruments. 

The three perceptual modalities involved in musical performance (auditory, visual 
and haptic) are deeply implicated in the construction of music instruments. For in-
stance: to fulfill the main objective of enabling a distinctive and enjoyable sound, a 
luthier (a craftsman who makes stringed instruments) must base his/her design upon 
the basic movements with which the musician will control the sound-generating 
mechanism. In the construction stage, the luthier chooses materials to fulfill one  
objective: the instrument's body should amplify the sound produced by the vibration 
of the sound-generating mechanism and, most importantly, must resonate in a way 
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that reinforces certain frequencies of the sound spectrum, thus defining the timbre for 
the particular instrument. This vibration is felt as well as heard. Thus, control move-
ments provide both critical haptic communication with the instrument, and visual 
communication with other musicians and the audience. 

1.1   Haptics as a Possible Design Approach 

Despite being the locus of physical interaction between musician-instrument, the haptic 
channel has received little attention since new computer interfaces for music began to 
appear. This is because designing these interfaces takes on a different path away from the 
luthier's approach of selecting parts and configuring the instrument to amplify the sound 
generated. The first inclusion of haptic feedback in electronic music interfaces came as a 
result of musicians’ requests to incorporate the mechanical feeling of an acoustic piano 
into electronic keyboards. As opposed to the case of acoustic instruments where the  
haptic feedback is a physical artifact of the sound-generating mechanism, in electronic 
instruments it must be deliberately added. This is especially true in the case of those  
interfaces that depart more drastically from the traditional concept of a music instrument, 
yet have the potential for the highest levels of expressivity and usability.  

1.2    Related Work 

1.2.1    Gesture in Music Performance 
One of the most important features in music performances is the communication 
between the artist and the audience. Not only is the audience able to perceive the 
effort and ability of the performer through his/her gestures, but also “the musician 
is able to communicate to the public the inner meanings and movements of the 
music being played” [13] through both grounded and un-grounded gestures. In 
grounded gestures, forces are exchanged with the instrument and enforce the 
musician’s skills by providing references to signal for instance, the completion of 
an action (e.g. the hammer release after pressing a piano key). Ungrounded 
gestures are performed in air, e.g. by a conductor’s baton or by the musician’s 
body movements, and are most responsible for conveying the music’s “inner 
meaning”. A great challenge in designing a computer-based instrument thereby lies 
in deploying an interface that allows at least as much gestural freedom as does a 
given traditional instrument. The traditional computer interface of a keyboard and 
a mouse is simply not enough for these purposes. 

To solve this problem, one approach (termed “open air” or “immersive” control-
lers) employs remote gestural sensing, mapping each gesture to an acoustic event or a 
control method. However, despite being considered the most intuitive interfaces and 
the ones that could be more easily learned by a general public, these gesture interfaces 
do not capture the intimate physical interaction on which acoustic instruments are 
built. Gesture controllers demand a high degree of proprioception (the sensation of 
movement and spatial orientation arising from musculoskeletal sensors) and egoloca-
tion (awareness of one's overall position within a defined space); yet further rely on 
visual and auditory feedback to achieve movement accuracy. Musicians trying to 
master these interfaces must then develop the same body control of a dancer, a proc-
ess that requires a totally different set of skills and continual concentration. 
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1.2.2   Musician-Instrument Feedback Control 
Music instruments are complex mechanical resonators: in order to produce sounds 
they must vibrate. It is known that these vibrations are used to help the performer in 
tasks ranging from determining when the note is settled and stable in the instrument 
[7] to tuning the instrument to a neighbor based on vibratory harmonics transmitted 
through air or floor [1]. 

Gillespie [11] provided a broad definition of a music instrument as: “a device 
which transforms mechanical energy (especially that gathered from a human operator) 
into acoustical energy”. Thus, the musician-instrument relationship could be repre-
sented as a feedback control system [12] [14] with the control loop closed via both the 
auditory and haptic channels. The primary feedback from instrument to musician oc-
curs through the air in the form of sound waves. However, the grounded mechanical 
contact between the musician and the instrument (e.g. fingertips, hands or mouth) acts 
as an additional bidirectional channel through which the musician sends a continuous 
command signal in the form of mechanical energy, and receives haptically a sense of 
the sound generated and the status of the sound control mechanism. 

Repp’s [16] and Finney’s [9] results show that after years of training, the musician 
is able to perform a form of anticipatory control over the instrument where she/he an-
ticipates an instrument’s response to a given manipulation. 

In a thorough study of vibrations in four traditional stringed instruments, Askenfelt 
and Jansson [1] provide enough evidence to assert that mechanical vibrations occur-
ring in music instruments are powerful enough to be felt by the musician during regu-
lar performance, and that these vibrations are not limited to the parts of the instrument 
designed to radiate sound. They also point out that regardless of the type of instru-
ment, it could be assumed that the kinesthetic finger forces offer more guidance for 
timing purposes than the vibrotactile stimuli supplied by instruments’ vibrations.  

Taken together, these works strongly suggest that the haptic submodalities of force 
and vibrotactile feedback have distinct functions in music performance, playing impor-
tant roles in both fine-tuning performance and defining instrument status. Forces exerted 
by the musician over the instrument are the main channel through which the sound out-
put is controlled: depending on how strong a string is plucked, a key is hit, a drum is 
banged or a mouth is closed on a mouth piece will determine the type of sound gener-
ated. The development of low-level sensorimotor programs through practice and train-
ing [12] depends heavily on the musician's apprehension of the relationship between 
force exerted and sound produced. Vibrations from the instrument's sound generation 
engine close this local, mechanical loop, while reinforcing the feeling of using a music 
instrument -- or, in the words of Askenfelt and Jansson, a “resonating and responding 
object”. 

1.2.3   Haptic Feedback in Electronic Instruments 
Designers include haptic feedback in computer music instruments for a variety of rea-
sons. It tends to make new interfaces more attractive to the performers by fostering 
(among other attributes) expressivity or controllability. In some cases it is the only 
way to control some recent sound synthesis algorithms [8][15]. In others, the sense of 
controllability is sometimes enhanced by haptic realism in the mimicking of the feel 
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and dynamic behavior of a traditional music instrument [10][5]. Conversely, 
O’Modhrain [14] demonstrated benefits of haptic feedback in instruments that tradi-
tionally provide no haptic cues. 

With respect to open air gesture controllers, several approaches have addressed is-
sues of inconsistent control and unrepeatability. Force feedback in the form of shape 
memory alloys [2] and pneumatic devices [4] has been added; Chu [6] proposed a 
haptic MIDI controller to localize sound in space with tactile-audio signals to both 
hands. Rovan and Hayward [17] enhanced an open-air glove controller with tactile ac-
tuators on the performer’s hands or feet, to explore the perceptual attributes of a sim-
ple vibrotactile vocabulary synthesized in response to a gesture. 

2    Proposed Methodology 

2.1    Proposition 

While designing haptic feedback in computer interfaces, the general path has been to 
either (a) use only one of the haptic channels and push to the limit the amount of in-
formation conveyed through it or (b) use various channels and design the interaction 
based on a predefined fixed schema where the feedback delivered is set and adjusted 
taking into account technological factors rather than perceptual issues. 

We theorize that when including haptic feedback in any computer interface, force 
and vibrotactile feedback could be beneficially designed individually and then fine-
tuned when mixed in the final design. Extra cues to be supplied to the user should 
likewise be designed and mixed in each haptic submodality before the final blend oc-
curs. For music interfaces, these extra cues (ie. feedback from other instruments or 
performers, cues on rhythm or tempo, etc) might not play a direct role in enforcing 
controllability, but could reinforce the perception of more complex music parameters 
like contour (ie. the shape of a melody when musical interval size is ignored). 

To put this theory into practice there are (at least) two conditions that must be sat-
isfied: (a) it is strictly necessary to have a thorough knowledge of the context of the 
interface (here, the context is that of an expressive music interface); and (b) it is nec-
essary to know the role of each of the haptic channels in that situation. With that 
knowledge and a design strategy that takes it into consideration, the designer could 
achieve a higher knowledge transfer from related non-digital contexts (e.g. acoustic 
interfaces). This will increase the usability for both expert users (for them it is like  
using the tools they are used to) and beginners (skills developed in related contexts 
like dance or sports where some sort of continuous/harmonic behavior is needed 
could be applied here). 

On the other hand, this “divide and conquer” strategy has a drawback. In expressive 
interfaces, the feeling of comfort is as valued as the feeling of being in control. There 
are several ways a feeling of discomfort may arise, one being undesired system feed-
back that interferes with the user's goals when these are not in accord. Most other ways 
are due to an overloaded perceptual channel or to interaction or masking between in-
formation presented through different channels. For instance, when a supplied stimulus 
is too strong or maintained for too long it could numb the receptors to a point that con-
sequent stimuli are not felt; if occurring too close in time, information is lost. Tactile 
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and kinesthetic signals might be more vulnerable to mutual masking than, say, tactile 
and visual cues. Designers could take advantage of masking to avoid overloading: by 
presenting some important information as a masking signal only this one will be felt. 

2.2    Paradigm and Platform 

The literature review shows that gesture interfaces are considered among the best op-
tion to address computer based music instruments because of their inherent expressiv-
ity and intuitiveness but at the same time are the ones where the intimate relationship 
between musicians and instruments become harder to recreate.  

To test our assumptions, we propose a research path focused on a case study of a 
grounded gesture interface capable of mapping in 3D the movement of a performer’s 
hand, at the same time that it provides both force and vibrotactile feedback to the 
hand. This paradigm should have sufficient richness to control a set of expressive  
parameters in an arbitrarily selected music performance, and will provide the means 
of evaluating our metrics of comfort and controllability. 

As our interest is concentrated on designing and evaluating the effects of haptic 
feedback in relation to expressive applications rather than the design of the gestural / 
haptic interface itself, our approach will take as a base a commercially available de-
vice that provides both a 3D mapping mechanism and haptic feedback through the 
force channel (a PHANTOM Premium 1.5 from SensAble Technologies). We will de-
sign and build an add-on to the original interface to include the desired vibrotactile 
feedback that the original device does not provide. 

This platform will also allow us to test our primary hypothesis (the separable  
design of haptic feedback channels based on their perceptual roles in a given task  
context) in a best-case scenario, in that the platform, while not able to reproduce real-
world fidelity, does deliver relatively high-quality and high-DF (degrees of freedom) 
haptic feedback. This approach is preferred to an approach of commodity-level hard-
ware, because we will be able to (a) eliminate feedback combinations that do not 
work by focusing on perceptual issues rather than technological ones; and (b) demon-
strate that those combinations that work can be deployed using available technology. 
Furthermore, (c) satisfactory results obtained through this research could be narrowed 
down to the optimum point of performance/cost through a degradation study where 
the top-of-the-line characteristics of this interface are deliberately reduced to deter-
mine the values necessary to produce required performance ratings, as in [3]. 

2.3    Stages 

The proposed research will follow the path described in Figure 1, with three design 
and two mixing stages. Most stages include both development and user evaluation. 

2.3.1   Development of Semantic Base for Application Gestures 
The semantic base that we aim to gather will consist of meaningful gestures that could 
suit our purpose of controlling a music interface. The movements’ syntax (the structure 
by which a performer combines each of the control actions, or gestures, to achieve 
certain aesthetic results) will be left to the performer within the interface constraints. 
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Fig. 1. Proposed research stages. The methodology is structured as a roadmap where the differ-
ent stages converge at different levels and time frames to fulfill different goals. 

Our approach is to watch a broad set of users using the interface to mimic the genera-
tion of sounds and extract from those performances a set of gestures suitable for our pur-
pose. This observational study will allow us to determine if there is a generic approach 
for several control parameters (ie. pitch, intensity, etc.) and at the same time will give us 
an extended set of gestures over the ones we might have predicted in advance. 

As we are building an expressive interface, we are most interested in the meaning of 
a gesture and how it should be mapped to control a certain music parameter, as op-
posed to the exact free gesture trajectory. At this stage, the semantic base will be con-
strained by the PHANTOM’s kinematics and workspace, but not by active forces. In 
general, an ungrounded gesture can not be repeated in the same way when some  
impedance is added by using a grounded interface. By focusing on the meaning of the 
free gesture, we anticipate that this semantic base will be applicable to the broadest 
spectrum of actual gesture interfaces, with customization happening in the ensuing 
force feedback step and with an eventual syntax depending on the particular interface’s 
constraints and resources. Also, by providing a semantic base built upon gestures taken 
both from music and from everyday life, we expect to provide the necessary freedom 
that any expressive interface should have. 

2.3.2   Design and Deployment of the Haptic Feedback 
Our proposition is that the design of the haptic feedback should be governed by a 
perceptual framework, separating each haptic channel according to the use and 
meaning it possesses in the real-life context. Research in this most substantial phase 
will focus on assigning an appropriate haptic environment (consisting of an active 
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tactile or force behavior) to any useful perceptual (auditory) music parameters like 
pitch, timbre, loudness, rhythm or tempo, just to mention some. Only when these 
responses and environments are tuned and tested through user studies, will they be 
matched to the gestures defined with the semantic base as the ones most appropriate 
for controlling those parameters. Thus, the haptic environment will tend to be 
associated with the identity and value of the parameter, and the gesture with the action 
to be performed upon it. 

For instance, if we find that the control action of increasing pitch is best controlled 
by presenting a force that opposes the user’s movements (providing a resistance that 
enables more precise control over pitch), then first the designer would tune the force 
feedback parameters to a point that they feel comfortable. Next, he/she would match 
this feedback with the gesture for controlling the pitch, and further adjust it until this 
combination feels right. The haptic feedback design deals only with the best way to 
perceive a particular music parameter through a haptic channel, while carrying out the 
semblance of a particular gesture.  

The design of each flavor of haptic feedback is done in separate stages and is in-
corporated into the general process at different times. We base this approach on the 
possibility of separating the force feedback from the tactile feedback channels to ad-
dress different interface features: the former to foster controllability and the latter to 
foster the feeling of using a music instrument.  

We showed how in traditional (acoustic) music instruments the vibrations felt by 
the performer depend on the generated sound. Consequently, a major percentage of 
the vibrotactile feedback in our case will be extracted from the sound being generated 
by the gestures performed over the instrument. We would like to experiment the con-
sequences of providing cues to several music parameters like rhythm or tempo on top 
of that “generic” vibrotactile feedback.  

A set of user studies will help the final fine-tuning of the haptic feedback parame-
ters (still in isolation from one another, but in conjunction with the result obtained 
from previous stages like gestures associated with those parameters / actions). They 
will serve to evaluate ensuing performance in parameter control, as well as to identify 
relevant perceptual limits. With these user studies we plan to gather a list of some rep-
resentative restrictions/suggestions pertaining to an appropriate division of con-
trol/perception functionality between the two haptic channels. 

2.3.3   Merging of Tactile/Force Feedback 
There are two mixing stages in the proposed research, and each one fulfills one 
particular objective. 

The first mixing stage has the objective of enhancing the controllability of a gesture 
interface by providing some impedance (force feedback) to the gestures controlling the 
music parameters. This stage accepts two inputs: a general set of gestures designed to 
control the music parameters defining the music/expression space, and a set of forces 
perceptually fine-tuned to achieve the best apprehension (identity and setting) of the 
same set of music parameters. In this first mixing stage, the main objective is to create a 
force space that matches the music/expression space in a way that each music parame-
ter could be controlled effectively. As the gestures included in the semantic base are 
not grounded, we anticipate some changes but not enough to require us to iterate on 
the basic gestures themselves.  
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The second mixing stage is aimed at providing the feeling of playing a music in-
strument in an interface already tuned for control.   

This stage presents a higher risk, since some perceptual overloading might occur. 
However, there may be ways to reduce overloading by using masking and or neglect-
ing a haptic cue that provides less information. The goal here is not to optimize the 
design for everything that could be controlled, but to achieve the best ratio of control-
lability and perception of a music instrument. Just as some music instruments are 
more expressive and versatile than others, the same situation occurs here. We are aim-
ing to obtain the best performance features with the resources at hand. 

3   Conclusions 

We have proposed and elaborated on a methodology aimed to address the potential 
benefits of and challenges inherent in including haptic feedback in expressive control 
interfaces, with a case-study focus on computer music performance. Through a per-
ceptual analysis of the musician-instrument interaction, a more informed design could 
be arranged whereby feedback signals conveyed to the performer could be assigned to 
the perception channels (vibrotactile or force feedback) that represent them in tradi-
tional contexts. 

This methodology is being used at the SPIN Research Group (The University of 
British Columbia). 
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Abstract. This paper presents a multimodal system capable to understand and 
correct in real-time the movements of Tai-Chi students through the integration 
of audio-visual-tactile technologies. This platform acts like a virtual teacher that 
transfers the knowledge of five Tai-Chi movements using feed-back stimuli to 
compensate the errors committed by a user during the performance of the ges-
ture. The fundamental components of this multimodal interface are the gesture 
recognition system (using k-means clustering, Probabilistic Neural Networks 
(PNN) and Finite State Machines (FSM)) and the real-time descriptor of motion 
which is used to compute and qualify the actual movements performed by the 
student respect to the movements performed by the master, obtaining several 
feedbacks and compensating this movement in real-time varying audio-visual-
tactile parameters of different devices.  The experiments of this multimodal 
platform have confirmed that the quality of the movements performed by the 
students is improved significantly. 

Keywords: Multimodal Interfaces, real-time 3D time-independent gesture rec-
ognition, real-time descriptor, vibrotactile feedback, audio-position feedback, 
Virtual Realty and Skills transfer. 

1   Introduction 

The learning process is one of the most important qualities of the human being. This 
quality gives us the capacity to memorize different kind of information and behaviors 
that help us to analyze and survive in our environment.  Approaches to model learning 
have interested researches since long time, resulting in such a way in a considerable 
number of underlying representative theories. 

One possible classification of learning distinguishes two major areas: Non-asso- 
ciative learning like habituation and sensitization, and the associative learning like the 
operant conditioning (reinforcement, punish and extinction), classical conditioning 
(Pavlov Experiment), the observational learning or imitation (based on the repetition of 
a observed process) [1],  play (the perfect way where a human being can practice and 
improve different situations and actions in a secure environment) [2], and the  multi-
modal learning (dual coding theory) [3].  

Undoubtedly, the imitation process has demonstrated a natural instinct action for 
the acquisition of knowledge that follows the learning process mentioned before. One 
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example of multimodal interfaces using learning by imitation in Tai-chi has been 
applied by the Carnegie Mellon University in a Tai-Chi trainer platform [4], demon-
strating how through the use of technology and imitation the learning process is ac-
celerated.  

The human being has a natural parallel multimodal communication and interaction 
perceived by our senses like vision, hearing, touch, smell and taste. For this reason, 
the concept of Human-Machine Interaction HMI is important because the capabilities 
of the human users can be extended and the process of learning through the integra-
tion of different senses is accelerated [5] [6] [7]. Normally, any system that pretends 
to have a normal interaction must be as natural as possible [8] [9].However, one of the 
biggest problems in the HMI is to reach the transparency during the Human-Machine 
technology integration.  

In such a way, the multimodal interface should present information that answers to 
the “why, when and how” expectations of the user. For natural reasons exists a re-
markable preference for the human to interact multimodally rather than unimodally. 
This preference is acquired depending of the degree of flexibility, expressiveness and 
control that the user feels when these multimodal platforms are performed [9].  Nor-
mally, like in real life, a user can obtain diverse information observing the environ-
ment. Therefore, the Virtual Reality environment (VR) concept should be applied in 
order to carry out a good Human-Machine Interaction. Moreover, the motor learning 
skills of a person is improved when diverse visual feedback information and correc-
tion is applied [10].  

For instance the tactile sensation, produced on the skin, is sensitive to many quali-
ties of touch. Lieberman and Breazeal [11] carried out, for first time, an experiment in 
real time with a vibrotactile feedback to compensate the movements and accelerate 
the human motion learning. The results demonstrate how the tactile feedback induces 
a very significant change in the performance of the user. In the same line of research 
Boolmfield performed a Virtual Training via Vibrotactile Arrays[12].  

 

Fig. 1. Multimodal Platform set up, A) 3D sound, B) Kinematics Body C) Vibrotactile device 
(SHAKE) D) Vicon System E) Virtual Environment 
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Fig. 2. Architecture of the Multimodal Tai Chi Platform System 

Another important perception variable is the sound because this variable can ex-
tend the human perception in Virtual Environments. The modification of parameters 
like shape, tone and volume in the sound perceived by the human ear [13], is a good 
approach in the generation of the description and feedback information in the human 
motion.    

Although a great grade of transparency and perception capabilities are transmitted 
in a multimodal platform, the intelligence of the system is, unquestionably, one of the 
key parts in the Human-Machine interaction and the transfer of a skill. Because of the 
integration, recognition and classification in real-time of diverse technologies are not 
easy tasks, a robust gesture recognition system is necessary in order to obtain a sys-
tem capable to understand and classify what a user is doing and pretending to do.   

2   System Implementation 

This paper presents a multimodal interface that teaches to novel students, five basic 
tai chi movements.  Each movement is indentified and analyzed in real time by the 
gesture recognition system. The gestures performed by the users are subdivided in  
n-states (time-independent) and evaluated step-by-step in real time by the descriptor 
system.  Finally, the descriptor executes audio-visual-tactile feed-back stimuli in 
order to correct the user’s movements. Fig. 1 presents the interface that is composed 
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by: The hardware and software of the 3D tracking optical system (VICON), the ges-
ture recognition system and the description of motion (both running in Matlab Simu-
link), a graphical scenario developed in XVR, a 3D sound system and the wireless 
vibrotactile devices (SHAKE). The general architecture of the multimodal platform is 
shown in Fig. 2. 

2.1   Data Acquisition 

The motion of the Tai-Chi student was tracked with the VICON system. This system 
is an optical device which provides millimeter accuracy in the 3D space through the 
use of passive reflective markers attached to the body at 300Hz of sampling fre-
quency. Sometimes, due to the markers obstructions in the human motion, the data 
information is lost. For this reason, the “cleaning algorithm” described in [14], was 
implemented. An inverse kinematics of fourteenth DOFs represented by the upper 
part of the body is computed. A calibration process is completely required in order to 
identify the actual position of the markers and adjust the kinematics model to the new 
values.  Therefore, a fast (1ms) autocalibration process was designed in order to ob-
tain the initial position of the markers of a person placed in a military position called 
“stand at attention”. The algorithm checks the dimension of his/her arms and the posi-
tion of the markers. The angles are computed and finally this information is compared 
with to the ideal values in order to compensate and normalize the whole system. 

2.2   Real-Time Gesture Recognition Process 

In order to recognize the gesture performed by the user, a state space model approach 
was selected [15][16]. Normally, the principal problem to model a gesture in the state 
based approach, is the characterization of the optimal number of states and the estab-
lishment of their boundaries. For each gesture, the training data is obtained concaten-
ing the data of five demonstrations. A dynamic k-means clustering on the training 
data defines the number of states and their spatial parameters of the gesture without 
temporal information [17]. This information from the segmented data is then added to 
the states and finally the spatial information is updated. This produces the state se-
quence that represents the gesture. The analysis and recognition of this sequence is 
performed using a simple Finite State Machine (FSM) [18], instead of use complex 
transitions conditions which depend only of the correct sequence of states for the 
gesture to be recognized and eventually of time restrictions i.e., minimum and maxi-
mum time permitted in a given state.   

The novel idea is to use for each gesture a PNN to evaluate which is the nearest 
state (centroid in the configuration state) to the current input vector that represents the 
user’s body position. The input layer has the same number of neurons as the input 
vector and the second layer has the same quantity of hidden neurons as states have the 
gesture.  In our architecture (Fig. 3), each class node is connected just to one hidden 
neuron and the number of states (where the gesture is described) defines the quantity 
of class nodes. Finally, in the last layer, the class (state) with the highest summed  
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Fig. 3.  PNN architecture used to estimate the most similar gesture’s state from the current 
user’s body position 

activation is computed. A number of 12 variables were used in our configuration 
space:  There are 2 distances between hands and 2 between elbows. 2 Vectors created 
from the XYZ position from the hands to the chest and 2 Vectors created from the 
XYZ positions from the elbows to the chest.  

2.3   Real-Time Descriptor Process 

The comparison and qualification in real-time of the movements performed by the 
user is computed by the descriptor system. In other words, the descriptor analyzes the 
differences between the movements executed by the expert and the movement exe-
cuted by the student, obtaining the error values and generating the feedback stimuli to 
correct the movement of the user. Each pattern movement is characterized for a se-
quence of states which is formed by 18 variables and performs the comparison of the 
following information: 12 Angles: Elbows(2), Wrists(4) and Shoulders(6),  2 Dis-
tances: Distance between hands(1) and elbows(1) and 4 Positional vectors: 2 vectors 
created from the XYZ position of the hands to the chest and 2 Vectors created from 
the XYZ positions of the elbows to the chest. Each state or subgesture is recognized 
in real time by the gesture recognition system during the performance of the move-
ment. Using the classic feed-back control loop during the experiments was observed 
that the user feels a delay in the corrections. For that reason, a feed-forward strategy 
was selected to compensate this perception. In this methodology when a user arrives 
at one state of the gesture, the descriptor system creates n-substates and carries out an 
interpolation process to compare the actual values with respect to the values in the 
sub-state (n+1) of the pattern value, creating a feed-forward loop which estimates in 
advance the next correction values of the movement. The error is computed by: 

 

                                   (1)  

Where θerror is the difference between the pattern and the user, P is the pattern value, 
U is the user value, Fu is the normalize factor and n is the actual state. 
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Fig. 4. VR environment , A) Initial Screen, 5 avatars performing Tai-Chi movements, B) Train-
ing session, two avatars, one is the master and second is the user. C) Distance of the Hands, D) 
Right Hand Position. 

2.4   Virtual Reality Platform 

The virtual environment platform which provides the visual information to the user 
was programmed in XVR.  There are 3 different sequences involved in this scenery. 
The first one is the initial screen that shows 5 avatars executing different Tai Chi 
movements. When a user tries to imitate one movement, the system recognizes the 
movement through the gesture recognition algorithm and passes the control to the 
second stage called “training session”. In this part, the system visualizes 2 avatars, 
one represents the master and the other one is the user. Because learning strategy is 
based on the imitation process, the master performs the movement one step forward to 
the user. The teacher avatar remains in the state(n+1) until the user has reached or 
performed the actual state(n). With this strategy the master gives the future movement 
to the user and the user tries to reach him. Moreover, the graphics displays a virtual 
energy line between the hands of the user. The intensity of this line is changing pro-
portionally depending on the error produced by the distance between the hands of the 
student. When a certain number of repetitions has been performed, the system finishes 
the training stage and displays a replay section which shows all the movements per-
formed by the student and the statistical information of the movement’s performance. 
Fig. 4 (A)(B) shows the virtual Tai-Chi environment. 

2.5   Vibrotactile Feedback System 

The SHAKE device was used to obtain wireless feedback vibrotactile stimulation. 
This device contains a small motor that produces vibrations at different frequencies.  
In this process, the descriptor obtains the information of the distance between the 
hands, after this, the data is compared with the pattern and finally sends a proportional 
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value of the error. The SHAKE varies proportionally the intensity of the vibration 
according to error value produced by the descriptor (1 Hz – 500 Hz). This constraint 
feedback is easy to understand for the users when the arms have reached a bad posi-
tion and need to be corrected.  Fig. 4 (C) shows the ideal distance between the hands 
(green), the distance between the hands performed by the user (blue) and the feed-
back correction (red). 

2.6   Audio Feedback System 

The position of the arms in the X-Y plane is analyzed by the descriptor and the differ-
ence in position between the pattern and the actual movement in each state of the 
movement is computed.  A commercial Creative SBS 5.1 audio system was used to 
render the sound through 5 speakers (2 Left, 2 Right, 1 Frontal) and 1 Subwoofer. In 
this platform was selected a background soft-repetitive sound with a certain level of 
volume. The sound strategy performs two major actions (volume and pitch) when the 
position of the hands exceeds the position of the pattern in one or both axes. The first 
one increases, proportionally to the error, the volume of the speakers in the corre-
sponding axis-side (Left-Center-Right) where is found the deviation and decreases the 
volume proportionally in the rest of the speakers. The second strategy varies propor-
tionally the pitch of the sound (100-10KHz) in the corresponding axis-side where was 
found the deviation.  Finally, the user through the pitch and the volume can obtain 
information which indicates where is located the error and its intensity in the space.  

3   Experimental Results 

The experiments were performed capturing the movements of 5 Tai-Chi gestures  
(Fig. 5) from 5 different subjects. The tests were dived in 5 sections where the users 
performed 10 repetitions of the each one of the 5 movement performed. In the first 
section was avoid the use of technology and the users performs the movement in a tradi-
tional way, only observing a video of a professor performing one simple tai-chi move-
ment. The total average error TAVG is calculated in the following way: 

 

Fig. 5. The 5 Tai-Chi Movements 
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Fig. 6. Variables of Gesture 1, A) Pattern Movement, B) Movement without feedback, C) Move-
ment with Visual feedback and D) Signals with Audio-Visual-Tactile feedback. 
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Fig. 7. Average Errors 
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                          (2) 

 

Where Ns is the total number of subjects, n is the total number of states in the gesture 
and θ is the error between the teacher movement and the student. 

Fig. 6 (A) shows the ideal movements (Master Movements) of the gesture number 
1 and (B) represents the TAVG of the gesture 1 executed by the 5 subjects without 
feedback. The TAVG value the 5 subjects without feedback was around 34.79% re-
spect to the ideal movement. 

In the second stage of the experiments, the Virtual Reality Environment was acti-
vated. The TAVG value for the average of the 5 subjects in the visual feedback sys-
tem presented in Fig. 6(C) was around 25.31%. In the third section the Visual-Tactile 
system was activated and the TAVG value was around 15.49% respect to the ideal 
gesture.  In the next stage of the experiments, the visual- 3D audio system was per-
formed and the TAVG value for the 5 subjects in the audio-visual feedback system 
was around 18.42% respect to the ideal gesture. The final stage consists in the integra-
tion of the audio, vibrotactile and visual systems. The total mean error value for the 
average of the 5 subjects in the audio-visual-tactile feedback system was around 
13.89% respect to the ideal gesture. Fig. 6 (D) shows the results using the whole inte-
gration of the technologies. Finally, Fig. 7 presents an interesting graph where the 
results of the four experiments are indicated. In one hand, as it was expected, the 
visual feedback presented the major error. In the other hand the integration of audio-
visual-vibrotactile feedback has produced a significant reduction of the error of the 
users.    

4   Conclusions 

A novel methodology of a real-time gesture recognition and descriptor used in a mul-
timodal platform with audio-visual-tactile feedback system was presented in this 
paper. The aim to obtain a robust gesture recognition system capable to recognize 5 
complex gestures and divide them in different subgestures was fulfilled. Moreover, 
the function of the real-time descriptor offers the possibility to analyze and evaluate, 
in a separate and integrate way, the behavior of movements from the different vari-
ables related to the feed-back system (audio, vision and tact).  The results of the ex-
periments have shown that although the process of learning by imitation is really 
important, there is a remarkable improvement when the users perform the movements 
using the combination of diverse multimodal feedbacks systems.  

5   Future Work 

Once the multimodal platform has demonstrated the feasibility to perform the experi-
ments related to the transfer of a skill in real-time, the next step will be focused in the 
implementation of a skill methodology which consists, in a brief description, into 
acquire the data from different experts, analyze their styles and the descriptions of the 
most relevant data performed in the movement and, through this information, select a 
certain lessons and exercises which can help the user to improve his/her movements. 
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Finally it will be monitored these strategies in order to measure the progress of the 
user and evaluate the training. These information and strategies will help us to under-
stand in detail the final effects and repercussions that produces each multimodal vari-
able in the process of learning.  
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Abstract. This paper describes a system developed to help people explore local 
communities by providing navigation services in social spaces created by mem-
bers of the communities. Just as a community’s social space is formed by com-
munication and knowledge-sharing practices, the proposed system utilizes data 
of the corresponding social network to reconstruct the social space, which is 
otherwise not physically perceptible but imaginary and yet experiential and 
learnable. The social space is modeled with an agent network, where each agent 
stands for a member of the community and has knowledge about expertise and 
personal characteristics of other members. An agent can gather information, us-
ing its social “connections,” to find community members most suitable to 
communicate to in a specific situation defined by the system’s user. The system 
then deploys its multimodal interface, which operates with 3D graphics and 
haptic virtual environments and “maps” the social space onto a representation 
of the relevant physical space, to advise the user on an efficient communication 
strategy for the given community. A prototype of the system is built and used in 
a pilot study. The study results are briefly discussed, conclusions are drawn, and 
implications for future work are formulated. 

Keywords: Social navigation, agent network, multimodal interface. 

1   Motivation 

Since the advent of computer age several decades ago, the role of various information 
systems in human knowledge sharing and proliferation has been accelerating. At the 
same time, however, the bulk of information learned by people in their lifetimes still 
never appears in a database or on the Internet but is readily available to members of vari-
ous local communities, such as families, school students and alumni, indigenous people, 
company employee, and the like. This information is typically conveyed via word-of-
mouth in conversations on an individual, person-to-person basis. While the modern in-
formation technologies traditionally focus on asynchronous mass-communication and 
deliver a vast array of tools (e.g. electronic libraries and search engines) supporting this 
form of information exchange, little has been done to assist the essentially personified 
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and synchronous communication occurring daily, as we quire a teacher at a school, 
ask a local for directions, or seek advice from a friend or the “best expert” (e.g. a 
doctor or lawyer) in a field. Even though existing computer systems do provide for 
person-to-person information exchange, their support does not go far beyond, say, a 
postal service that allows people already socially connected to communicate. Whether 
we walk on a street or chat using an instant messenger, or else write to a forum of a 
social network system, our chances of obtaining information of interest are roughly 
the same. It is our abilities to navigate in social spaces, which are, at best, partly 
known, and to initiate and maintain communication at a level of synchronicity optimal 
for given time constraints that determine the success or otherwise of an information 
quest. None of the present-day information systems and “e-services” known to the 
authors targets supporting this essentially “interhuman” navigation process. Besides, 
the very concepts of social space and communication synchronicity, although not 
totally alien in computer sciences, are presently discussed as quite theoretical and 
speculative rather than as something that would strongly affect and be practically used 
in information system design and development [1,4]. 

The presented study aims at the creation of an information service to allow people 
to navigate in (unknown) social environments and help locate “carriers” of specific 
information (i.e. advisers) that would be approached in a particular situation. This 
paper describes a multi-agent information system “SoNa” (Social Navigator) devel-
oped to assist the users in exploring a social space formed by a local community and 
in obtaining information of interest from members of the community. 

In line with the most common understanding of the social space concept (see 
[6,7]), the proposed system reproduces in a 3D virtual reality (a relevant fragment of) 
the physical space together with members of the local community present in the space 
at the moment. Unlike the physical proximity, social relationships (e.g. “social dis-
tance” or “friendship”) are usually not directly perceived in real life, but are inferred 
and “felt” from (collective and individual) communicative experiences. A haptic envi-
ronment including a force display is then used to convey important parts of the com-
munity’s communication practices – the “social knowledge” – to the user via the 
“subconscious” tactile communication channel. An agent network is created and used 
by the system to deal with the social knowledge. This network represents a real social 
network of the community, and the agents exchange information by communicating 
with their “socially connected” counterparts in the same way as people do it in the 
real world. Each agent in the network has parameters indicating whether the corre-
sponding member is sociable, friendly, can be trusted, can afford to communicate 
(e.g. in terms of time) and is currently reachable (e.g. physically or via e-mail). Apart 
from exploration of the social space in various modalities and under different con-
texts, the user can use the system as a navigator in his or her search of a community 
member who would be approached with a specific information request. 

In the next section, the design of the proposed system is presented. Section 3 then 
describes a working prototype of the system implemented in the study and elaborates 
on the multimodal user interface and user-system interaction. Section 4 gives a short 
account of a pilot study of applying the developed prototype in practice. Finally, Sec-
tion 5 concludes the paper. 
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2   System Design 

Navigation in an environment, whether physical or virtual, can generally be defined 
as a four-stage iterative process [9]: 1) perception of the environment, 2) reconcilia-
tion of the perception and cognition, 3) deciding on whether the goal has been 
reached, and 4) selecting the next action. Among these stages, only the first two di-
rectly depend on information about the environment and can thus be supported with 
an information system [5]. To provide for navigation in the social space, the proposed 
system has five functions: 1) creating profiles of individuals embedded in the social 
space and constructing a network of agents that reflects the community’s social net-
work, 2) receiving the user’s request and gathering the agents’ knowledge, 3) extract-
ing information which meets the user’s needs, 4) displaying the social space in 3D 
graphics and haptic virtual environments, and 5) updating the states of the agents. 

Fig. 1 depicts the architecture of the system. The agent manager creates the agent 
network using data stored in the database. The multimodal interface provides for the 
interaction of the user with other parts of the system and delivers information for the 
navigation process. When the recommender system receives a request through the 
multimodal interface, it selects an appropriate agent and sends a query to this agent to 
gather information in the network. For information gathering, an efficient communi-
cation algorithm is implemented (see [10] for details of the algorithm). Once the re-
commender system receives responses from all agents in the network, it analyzes the 
obtained information and sends results of the analysis to the multimodal interface. 
The multimodal interface presents the information sought as well as all the relevant 
segments of the social and physical spaces. 
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Fig. 1. System architecture 

2.1   The Agent Network 

The agent network is composed of the same number of agents as the number of mem-
bers in the community in focus, and the agents are connected to their “acquaintance 
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agents” just as the corresponding people are socially connected in the real world. To 
assemble the agents into a network, the following information is required: profiles 
with individual characteristics of the community members, personal network data of 
the community members, and each member’s communicative experiences in respect 
to some pre-defined “objects” which are other members. 

First, the agent manager creates AN  agents, denoted ANaaa ,...,, 21 ; AN  is the number 
of members in the community. Each agent’s profile, which is registered in the database, 
initially includes only static data, such as member’s name, gender, and “permanent” 
location/address in the physical space. This static data is set as the agent’s parameters. 
Next, the agent manager informs agents (by attaching relevant descriptions – keywords, 
etc.) about the expertise of the corresponding members in the real world. Members with 
expertise are called objects and denoted Noooo ,...,, 21 , ON is the number of the objects. 
The objects are thus members who have been evaluated by members of the community 
in respect to a specific category of knowledge kc . The evaluation is performed by rating 
the objects as relevant or irrelevant when information sought falls into the category kc . 
Totally, there are CN  pre-defined categories denoted cNccc ,...,, 21 . The rate of jo  is 
represented as jr . In the current implementation of the agent model, we assume the 
binary rate: 1=jr  for the positive evaluation, and 1−=jr  otherwise. 

Each agent is connected to its “acquaintance agents,” using the members’ personal 
network data. This data has the structure of an undirected graph, and the state of link-
age between the nodes (i.e. agents) is represented, using an adjacency matrix. The 
matrix is constructed via mutual certification of pairs of agents. Each agent then 
receives two dynamic attributes: agents-acquaintances called “neighbors” and “trust 
values” for the neighbors. A trust value between agents ia  and ja  is expressed as 

ji aaT , , which is a real number fluctuating between 0 (no information / low trust) and 1 
(full trust). The dynamics of ji aaT ,  is specified with the following equations (t = 0 
corresponds to the moment when the agent network is initialized): 
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kr  is a rate shared by (i.e. common for) the two members, and parameter γ  deter-
mines to what extent the previous trust value affects the new trust value. When γ  is 
greater than 0.5, the trust value increases slowly, and decreases quickly that is the 
“trust dynamics” often observed in real social networks [10]. 

The trust value between two agents that are not directly connected is calculated as 
the product of all of the trust values in the path connecting the two agents. At any 
time, members can add new rates for objects into the knowledge of their respective 
agents. The calculated trust values are used by the recommender system when there 
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are more than one person to recommend under the same conditions. The data of the 
recommended object is sent to the user interface with a weight w calculated as follows: 
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In formula (2), summation is done over R, the set of all responses received from 
agents RR NNkak ,,...,1, =  is the number of responses, to the specific request; pa-

rameter β  determines to what degree the weight accounts for the trust value: when 

β  is 0, all weights are the same, and when β  is close to 1, an object rated by an 

agent with a higher trust value has a greater weight. 

2.2   Agent Functions and the Recommender System 

Whenever the system user is not a member of the community, the recommender system 
accesses the agent network to find an agent with a profile most similar to the user’s self-
description, and makes this agent the user’s proxy. The user, whose (proxy) agent is ia , 
inputs a category of her/his enquiry, jc . The recommender system sends the user’s query 
to ia  in the agent network, where it is relayed by ia  to its neighbors as ),( ji caquery . 

When a neighbor of the agent receives the query, it checks if it has knowledge about 
objects rated in the category jc . If the neighbor agent finds a rated object, it sends a re-
sponse to the agent ia . The response is formed as )),,(,,,( , ki aalljki Trocaaresponse , ka  

stands for the agent, which sent the response, and lo  is the object, which is rated lr  by 
ka  in category jc ; ki aaT ,  is the trust value between ia  and ka . If the neighbor does not 

have knowledge about objects in the given category, it further transmits the query to its 
neighbors. These latter agents process the query in the same way as described above. To 
prevent unnecessary communications, every agent, which has once processed a query, 
ignores this query when it is received repeatedly. Usually, there are many paths between 
agents ia  and ka  in the agent network, but the generated responses always pass through 
the same path as the query does. 

When the information-gathering algorithm terminates, the agent, which originally 
sent the query, has a set of responses from the community members. The next step is 
selecting objects to recommend, which meet the user’s criteria, from the available set. 
In the set, there are sometimes objects impossible to put in use at the given moment, 
regardless of how strongly the members would recommend them. For example, when 
the user needs to meet an adviser immediately, if the system recommends a person 
who is currently not reachable or who can only speak a foreign language, such a rec-
ommendation would have little practical value. The system filters the responses to 
remove any potentially useless recommendations and, by doing so, tries to balance the 
synchronicity of the expected communication. 
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3   Developed Prototype 

In our study, we reconstructed the social network of the Intelligent Communication 
Laboratory, College of Information Science and Engineering, Ritsumeikan Univer-
sity. For a typical application of the system, we considered situations where a student 
having troubles with studying particular subjects, such as networking or program-
ming, seeks an advice for her/his study. She/he thus needs to find out who would be 
the best candidate – a member of the laboratory – to be requested for help. 

The modeled community is composed of 43 members. Each member created a  
profile containing the member’s name, gender, grade, and certain dynamic character-
istics, such as personal network data, availability, and trust values calculated via rat-
ing objects. Object rating data have been collected from the laboratory members in 
regard to some 19 categories about classes (e.g. Math), specialized knowledge topics 
(e.g. Java programming), and the campus life (e.g. Events). The members were asked 
to select and rate maximum three other members (i.e. the objects), whom they previ-
ously requested for help in the given category. By implementing the information-
gathering algorithm described in the previous section, the system can then choose the 
“best” adviser in the category, as it is socially recognized in the community. 

User behavior
Perception    Processing  Action

Output modalities

Input
modalities

Visual

Auditory

Tactual

Communication

Subconscious
Symbolic

Linguistic

 

Fig. 2. Exploration of the social space with the multimodal interface 

3.1   Multimodal Interface and Interaction 

The proposed system has a multimodal interface to facilitate the system-user interac-
tion and increase the efficiency of the navigation process. In the developed prototype, 
the user receives information about the community not only in a visual form, but also 
from physically sensing objects and areas in the virtualized social space. For the lat-
ter, the user manipulates a haptic device – force display PHANToM [8]. As the force 
display reproduces the reaction force, the user receives additional information about 
the friendliness and socializability “structure” of the community. In addition to repre-
senting the community’s physical disposition in the “traditional” 3D virtual reality, 
the interface then delivers relevant social and personal information via the tactile  
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Fig. 3. Screen-shot of the prototype interface 

channel by imposing force fields on the 3D graphics space. Fig. 2 illustrates modali-
ties of the user-system interactions for the developed prototype (in the figure, gray 
blocks indicate active channels). 

Fig. 3 is a screen-shot of the prototype’s interface, where the objects – the mem-
bers of the community – are represented with cone and sphere polygons. The objects 
are placed in a virtual space partly reconstructing the laboratory settings with relevant 
photographic images interactively displayed for locations currently under exploration. 
(In the screen-shot the “active” area around the cursor is the two lines – the 3rd and 4th 
from the right – of students highlighted with the photographic image window in the 
background.) The shape of the displayed objects depends on the member’s gender, 
and the color – on the grade. When the user “touches” an object with the haptic inter-
face pointer, the corresponding user profile appears. If the user touches the “Search” 
button on the screen, new 19 buttons appear and are used to specify a category of the 
user’s request. Once a category is selected, the agent of the user attempts to find the 
best advisers, using the agent network. The best three members are proposed by the 
recommender system, and the chosen advisers’ (i.e. objects) are indicated with 
brighter color tones, while scalar force-fields are reproduced with the haptic device to 
assist the user’s navigation in the social space created by the members present in the 
displayed physical space. 

3.2   Haptic Force Modeling 

The described prototype was implemented in C++ programming language with its 
haptic environment built on top of the SmartCollision Studio™ commercial software 
package. The latter package provides penetration depth calculation in real-time with 
realistic friction and elastic force modeling during collisions of the haptic interface 
pointer (HIP) and (visualized) geometrical objects. The stiffness coefficient was asso-
ciated with personal “friendliness” of the displayed member, e.g. “rigid” stands for an 
“unfriendly” subject. After a short training, the participants of our experiments (see 
Section 4) could easily discriminate “soft”, “average,” and “rigid” subjects for the 
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stiffness coefficients of 75, 200, and 350 N/m, respectively. The friction coefficient 
was associated with the member’s socializability (higher friction – better socializabil-
ity – easier to perceive/harder to miss or overlook). Usually, the feedback force is set 
to zero when there is no collision of the HIP with objects. However, this method does 
not allow for discriminating between perceptions of various groups of “social objects” 
and of the “free” space. For the entire social space exploration, we introduced a new 
approach based on scalar viscosity fields set around “non-friendly” groups of objects, 
and attracting force fields – around “friendly” groups.  

The dynamic model of the method is described as follows. Consider first a point of 
mass m in a viscosity field λ. Assume that the point is loaded by external “attraction” 
and driving forces, Fa and -Fh , respectively. The point dynamics is then defined with 
the following equations: 

 1 0

( )
( ) ( ) ( ) ( )( ) ,

h ha h h

dr t
F r r F t F t k r t b

dt
mr r r r − − = Δ + Δ+ − =&& &λ  , (4) 

where ( , , )Tr x y z=  is the point radius-vector. The driving force is opposite to the 
haptic feedback force Fh, which is calculated in real-time by the standard “spring-
damper” model [2,3] using the PHANToM coordinate input. In equations (4), Δr(t) is 
a vector from the current HIP position to the mass point, kh and bh are coefficients of 
the “spring-damper” model.  For simplicity, we used only one “attraction” pole at 
position r0 , and calculated Fa as the force in the direction to r0 and proportional to the 
distance between r and r0. Likewise, we selected only one focus of “unfriendliness” at 
r1, and calculated an isotropic scalar viscosity field which depends on the distance to 
the focus of “unfriendliness” as λ(r-r1)=a/(1+(r-r1)

2), where a and b are some con-
stants. In the beginning of haptic interaction, it is assumed that the HIP and the mass 
points coincide and then, the corresponding differential equation (4) is numerically 
solved by a fourth-order Runge-Kutta method, using the real-time control function 
Fh(t). In our experiments, parameters a and b were set to provide the viscosity from 1 
kg/s to 15 kg/s inside the working PHANToM space.  

The physical values of the coefficients (stiffness, friction, and viscosity) for the 
haptic model were set as linearly proportional to the social characteristics obtained 
from profiles of the members. The proportionality constants were adjusted to yield 
smooth haptic feedback, which obviously makes it difficult to move around an “un-
friendliness” pole, and which “guides” in the direction to the focus of “attraction”. 
The personal friendliness is set proportional to the total number of people declaring 
the member as “friend,” and the socializability – to the number of contacts in the 
member’s personal network. The pole location of the viscosity field is defined by the 
minimum of the whole group (i.e. summed up) friendliness, while the maximum 
group friendliness yields the attraction pole location.  Model (4) with one attracting 
pole and a central radial viscosity field provides subjectively a good intuitive rein-
forcement guidance in the social space. It was found experimentally that haptic  
guidance becomes ambiguous when the number of poles is more than two. Therefore, 
only the global minimum and maximum of the group friendliness function were used.  
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4   Pilot Study 

The developed prototype was installed on an ordinary desktop computer (with the haptic 
device connected) in the Intelligent Communication Laboratory. The laboratory mem-
bers were asked to review and possibly update their profiles in the system database at 
least once a week during the spring semester when the pilot study took place. The labo-
ratory is also equipped with a semi-automatic system monitoring the current location of 
each member – this data was used to automatically update the location dynamic parame-
ter of the agents in the prototype’s agent network. Two groups of 3rd-year students 
newly assigned to the laboratory (the students are expected to join the laboratory at the 
beginning of the next academic year), who are generally unfamiliar with (and not yet 
members of) the community, were formed on a random basis: 7 students (2 females and 
5 males) in group I (the control) and 6 students (1 female and 5 mails) in group II. Both 
groups were asked to file their experiences of seeking advices or help from members of 
the laboratory for the period of 1 month in the middle of the spring semester. (It is regu-
lar practice and is promoted by the teachers at universities in Japan that younger  
students enquire their older and, assumingly, more experienced and knowledgeable 
colleagues for help in studying “difficult subjects.”) Group I did not use the prototype, 
while group II was familiarized with the user interface of the prototype but received no 
explanations about the specific “meaning” of the reaction force feedback in the haptic 
environment. The students in both groups were asked to file only the cases when no 
cross-group communication occurred, and the students of group II were requested to 
always use the prototype to select advisers. 27 experiences were reported by group I, 
and 24 – by group II. The reported success rate (as it was subjectively judged by the 
involved students) stood at 67% in group II and 41% in group I. 

5   Concluding Remarks 

The experimental results obtained in the pilot study suggest that the proposed system 
can be a useful tool for assisting human navigation in unknown social environments 
and for increasing the efficiency of information search in such environments. It is 
understood, however, that while the developed system is a working prototype that can 
be used in practice “as is,” at least some of the design solutions implemented in the 
multimodal interface are rather arbitrary. Larger scale and more elaborated experi-
ments need to be conducted to justify the choice of specific parameters of the social 
network, which are used to construct the social space in the virtual environments. It 
was observed by the authors that it is the trust value dynamics that strongly affects the 
community’s communication patterns and navigation in the social space. It remains, 
however, unclear if and how the trust value parameter would directly be used to re-
construct the social space. 

A deficiency in the authors’ current understanding of the developed system utility 
is the role of the subconscious tactile interaction channel. As an audio interaction 
channel would naturally be added to the multimodal interface (that is, in fact, part of 
the authors’ plans for future work), separate experiments should be conducted to ana-
lyze how the interactions in different modalities affect the navigation process. 
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The main contribution of the presented work, as seen by the authors, is the original 
concept of the social navigation support service and the design of the information 
system to realize this service. Specific design details may and will be changed, how-
ever. In the next version of the prototype, we plan to significantly increase the size of 
the agent network and the number of knowledge categories supported. Attempts will 
also be made to improve the scenes reproduced in the 3D graphics virtual reality 
along with the haptic image of the social space. 
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Abstract. It is desirable to automatically classify data samples for the
assessment of quantitative performance of users of haptic devices as the
haptic data volume may be much higher than is feasible to manually an-
notate. In this paper we compare the use of three k-metrics for automated
classifaction of human motion: cosine, extrinsic curvature and symmetric
centroid deviation. Such classification algorithms make predictions about
data attributes, whose quality we assess via three mathematical methods
of comparison: root mean square deviation, sensitivity error and entropy
correlation coefficient. Our assessment suggests that k-cosine might be
more promising at analysing haptic motion than our two other metrics.

Keywords: Haptic performance analysis, motion classification.

1 Introduction

The number of devices that interface between user and computer using differ-
ent sensory modalities are continuously increasing as is their applications, in-
cluding gaming entertainment, intelligent impairment assistance, and training.
Haptics enabled virtual reality simulators are becoming a key adjunct to tra-
ditional methods of surgical training, providing trainee surgeons with the ’feel’
of a procedure as well as its visual aspects by combining visual, haptic, and
auditory interfaces. Within our domain of interest there exist a number of visuo-
haptic simulators for temporal bone surgery [1,2,3,4,5,6,7], which purport to
imitate real-world interactions between surgical instruments and temporal bone
anatomy whilst providing appropriate visuo-haptic feedback to surgical trainees.

Aside from developing simulations of surgical procedures, researchers have
also developed ways to evaluate trainee performance on these simulations [8].
The simulators by Sewell, Morris et.al. [2,9] produce a number of metrics that
facilitate evaluation of the trainee’s ability to remove the correct amount of bone
using the correct drilling tools and drill speed while drilling at a safe distance
from sensitive anatomical structures. However, we know of no prior work in
analysing haptic motion in the way we describe in this paper.
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In temporal bone surgery, the technique used to remove bone is to sweep the
surgical drill across the bone in a motion that is often referred to as a stroke. The
choice of stroke is critical to the success of a procedure. For example, an expert
will shorten their strokes as they drill in proximity of a sensitive anatomical
structure such as the facial nerve, and lengthen their strokes when they are
certain that are in an area in which they can work quickly.

This papers evaluates three methods for the automatic annotation of streams
of haptic data into strokes. It is organised as follows. In Section 2 we describe the
factorial design for our experiment and in Section 3 we discuss the specific metrics
that we use to automatically annotate strokes. In Section 4 we discuss several
methods to assess the predictive performance of our algorithms. In Section 5 we
apply the metrics to ten data, assess the metrics, and present the results of this
comparison. Subsequently there is a brief discussion and conclusion.

2 Experimental Design

What exactly is a stroke? Our haptic tool constantly streams out positional
information, which is essentially a time series T of three dimensional points P :

T = {Pj = (xj , yj, zj)|j = 1, 2, 3, . . . , m}; (1)

where Pj denotes a temporal neighbour of Pj−1 and Pj+1, and (xj , yj , zj) is the
Cartesian coordinate of Pj . We would consider the vector from Pj to Pj+1 to be a
micro-stroke.On the other hand, it is also possible to describe T as a set of subsets:

T = {Si = {(xij , yij , zij)|j = 1, 2, 3, . . . , m}|i = 1, 2, 3, . . . , n} (2)

where Si is a stroke. As a sub-sequence of T it also has temporal relations to
other strokes; it follows stroke Si−1 and precedes stroke Si+1. To identify strokes,
we require a classification function Fc (see Equation 3) for points.

Fc(XPb
) =

{
0 : Pj ∈Si, Pj+1 ∈Si

1 : Pj ∈Si, Pj+1 ∈Si+1

}
(3)

Given the unpredictability of the deterministic relationship between strokes, we
used two statistical thresholds for Fc, ST1 = μ+σ (weak filter) and ST2 = μ+2σ
(strong filter), assuming a normal distribution [10]. The reason that the param-
eter for Equation 3 is not simply Pj is because an isolated point in 3D space
doesn’t contain enough information to determine to which stroke it belongs. So
we need an information-rich attribute XPj for each Pj ; one which has been heav-
ily used in pattern recognition and artificial vision is high curvature [11,12]. We
chose to use a mature approach for measuring curvature known as k-cosine [13]
(still popular due to its simplicity [14]) and two other methods that are similar
in conception. The basic idea of this method is to take any point Pj then pick
only two points, Pj−k and Pj+k (k points away from Pj). These three points are
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Fig. 1. Experimental Design

input to a boundary characterisation function Fb which produces the required
information-rich attribute XPj :

XPj = Fb(Pj−k, Pj , Pj+k) (4)

We use a factorial design (see Figure 1) for our experiment. We input 10 data
sets (seven benchmark images and three realistic haptic data streams) which are
then processed by Fb (our three k-metrics, with and without moving average
[-k..k] ala [15]), then filtered using Fc (statistical thresholding). The predictive
power of these automatic annotation algorithms is then analysed by several
methods of mathematical comparison with a manually constructed ground truth,
which we explore later in this paper.

3 K-Metrics

In this section we describe the three k-metrics for Fb we used in our investigation:
cosine (k-cos), extrinsic curvature (k-irad), and symmetric centroid deviation (k-
scd) (shown below for k=2)

k-cos k-irad k-scd

Since all of our methods were based on the general idea of k-cosine (k-cos),
we describe it first. In this method, the boundary characterisation function Fb



Towards Haptic Performance Analysis Using K-Metrics 53

is related to the cosine of the angle between the vectors (see Equation 5 [16]).
The metric XPb

= 180 − θ. It accounts for point co-linearity: if Pa = Pc then
XPb

= 180, otherwise if Pb lies directly between Pa and Pc then XPb
= 0.

cosθ =
x̂ · ŷ
|x||y| (5)

Our second method, k-extrinsic curvature (k-irad), does more than consider
the angle between three points - it also factors in the distance between the three
points. The so-called circumradius (see Equation 6 [17]) can be trivially calcu-
lated between any three points that are non-colinear as shown below (also for
k=2). The boundary characterisation function Fb is the extrinsic curvature (the
inverse of the radius). This method accounts for point co-linearity in a slightly
different way than k-cosine. If Pa = Pc then the radius is half the distance from
Pa to Pb, which is unbounded (as opposed to k-cosine). On the other hand, if Pb

lies directly between Pa and Pc then the denominator of Equation 6 is zero so
our algorithm uses an early check to set XPb

= 0.

R =
abc√

(a + b + c)(b + c − a)(c + a − b)(a + b − c)
(6)

Our third metric, k-symmetric centroid deviation (k-scd), simply calculates
the centroid Ck between Pa and Pc then XPb

is simply the distance between the
centroid and Pb (see Equation 7). This method accounts for co-linearity similarly
to k-extrinsic curvature. If Pa = Pc then XPb

is simply the distance from Pa to
Pb. Else if Pb lies directly between Pa and Pc then Ck = Pb so XPb

= 0.

X =
√

(ck − pi)2 (7)

In this section we described the three basic boundary characterisation func-
tions Fb that will be investigated both with and without a moving average.

4 Assessing Predictive Performance

Which of our six methods makes better predictions than another? There are
three popular mathematical methods for comparing predicted values with ob-
served values: root mean squared deviation (RMSD); true-positive ratios; and
mutual information measures. RMSD (see Equation 8) is a widely-used statistical
measure of the difference between values predicted by a model D and the nearest
values actually observed from the thing being modeled or estimated G [18].

RMSD(D, G) =
√∑n

i = 1(xDi − xGi)2

n
(8)

However, perspective differences exist, depending on the parameters of this
equation. For example, if the algorithm predicted every point as a stroke bound-
ary, the RMSD from the perspective of the ground truth would be zero, but from
the perspective of the prediction it would be very large. Thus we use:

ε = max {RMSD(D, G), RMSD(G, D)} (9)
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RMSD is certainly a useful measure, a low RMSD means that predictions are
accurate. However a high RMSD is ambiguous; it can mean that predictions gen-
erally are bad, or that predictions generally are reasonable but can be skewed by
outliers. So, rather than just looking at averages, we considered other statistical
measures relating accurate to inaccurate predictions (e.g. Equation 10 [19]).

Sensitivity =
No. of true positives

No. of true positives + No. of false negatives (10)

However we avoid such measures directly because they rely on choosing on a
distance ε from the ground truth within which a prediction is considered true.
Instead, with Equation 11 we calculate the maximum (ε) between all ground
truth points and the corresponding closest data point which would give sensitiv-
ity = 1. Calculating the sensitivity error is the same as calculating the furthest
outlier which would impact the RMSD, so a low sensitivity error means greater
prediction stability.

Sensitivity Error = max{∀G∀D min{PG(t) − PD(t)}} (11)

Finally, there are several information-theoretic methods able to compare how
dependent G is on D considered as distributions. In the medical imaging lit-
erature a very popular method for comparing dependence is mutual informa-
tion [20], we prefer a related measure called entropy correlation coefficient (ECC)
[21] because ECC=0 means no dependence and ECC=1 means full dependence.
In order to construct ECC we first find the entropy of D and G singly (see
Equation 12), then find the joint entropy (see Equation 13).

H(D) = −
∑
D

pD log2 pD (12)

H(D, G) = −
∑
D, G

pD, G log2 pD, G (13)

Subsequently, we create a ratio measure relating the single and joint entropies
called normalised mutual information (see Equation 14 [22]) then scale NMI into
the range 0 to 1.

NMI(D, G) =
H(D) + H(G)

H(D, G)
(14)

ECC(D, G) = 2 − 2
NMI(D, G) (15)

Thus we have three methods for comparing algorithms, RMSD, sensitivity
error and entropy correlation co-efficient.

5 Results

We test our algorithms on two data sets (3D haptic and 2D benchmark) with
our six k-metrics: K is distance from point of interest and ST is filter strength.
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The haptic data set consists of three stroke types: fast (magnified), slow and
wavy (non-overlapping thus amenable to screen-grab).

RMSD S-Error ECC
Haptic K ST Mean StD Mean StD Mean StD
k-cos 6 1 1.378 0.656 5.333 2.517 0.259 0.255
k-cos (av) 8 2 1.403 0.6 7 3.606 0.293 0.285
k-scd 4 2 6.367 0.777 85 19.16 0.01 0.004
k-scd (av) 5 2 6.817 1.268 94 26.85 0.009 0.005
k-irad 3 2 1.707 1.005 12.67 15.14 0.098 0.086
k-irad(av) 8 2 1.706 0.455 9.667 9.292 0.249 0.171

The four columns below show: hand motion, ground truth, then two example
predictions made by the best performing methods for both data.

Haptic Path Manual k-scd(av)5,2 k-cos:6:1

The 2D benchmark data set consists of seven images used for testing corner
detection methods [14]. These images were adapted to our temporal domain in
the following way. First, the images were morphologically eroded by one pixel to
shrink the original image I1 by one pixel to make a new image I2. Then I2 was
subtracted from I1 to produce the image outline I3. We then developed a simple
edge crawling algorithm to convert I3 into a time series of 2D points (which is
exactly the same as T from Section 1 but all Z=0).
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RMSD S-Error ECC
2D K ST Mean StD Mean StD Mean StD
k-cos 6 1 2.535 2.631 1.571 1.272 0.361 0.167
k-cos (av) 8 2 2.751 2.784 27.71 43.39 0.478 0.126
k-scd 4 2 2.448 2.757 2.571 1.902 0.408 0.217
k-scd (av) 5 2 2.454 2.737 2.429 2.07 0.475 0.232
k-irad 3 2 2.493 1.488 21.14 35.26 0.025 0.059
k-irad(av) 8 2 2.784 1.456 23.43 35.19 0.002 0.001

The algorithm that made the best predictions of the haptic data on average
was k-cos, with a k value of 6 and a statistical threshold of μ+σ, which produced
a good average RMSD of 1.378 and a competitive ECC of 0.255. Visual com-
parison of the manually constructed haptic ground truth with k-cos:6:1 shows
good face validity. With respect to the 2D benchmark images, k-cos:6:1 had com-
paratively poor face validity, often generating high numbers of false positives.
K-scd:4:2 and k-scd(av):5:2 both had low RMSD on the 2D benchmark images
(2.448 and 2.454 respectively), which we considered a tie. However k-scd(av):5:2
had a higher entropy correlation coefficient (0.475 as opposed to 0.408), so we
considered it to be superior in the 2D case. Visual comparison of the manually
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constructed ground truth for the 2D benchmark images shows good face validity
for k-scd(av):5:2. Note that in this analysis we ranked RMSD above sensitivity
error and ECC because of the greater meaningfulness of the magnitude of this
single measure.

6 Conclusion

This paper presented and compared six k-metrics for classifying haptic data,
in our case, motion recorded from a user of a virtual drill in a haptic-enabled
temporal bone drilling simulation. Our preliminary results suggested that k-cos
might be a competitive method for the automatic annotation of haptic motion in
terms of strokes. Thus, this metric seems well suited for implementation in haptic
simulations which require quantification of the relation between hand motion
and performance. However, other experimental results showed that k-symmetric
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centroid deviation was superior for the 2D benchmark images, thus perhaps for
other two dimensional and relatively smooth data like sound waveform sampling
and classification it would be preferable to use this method.

The ability to correctly identify strokes is beneficial for several reasons. Firstly,
it allows hypotheses about differences between experts and novices with respect
to stroke differences to be investigated within thousands of lines of haptic tool
tracking data which would be infeasible to annotate manually. If such differences
can be modelled, it should be possible to automatically assess surgical trainee
performance, both for giving trainees feedback (realtime and otherwise) and also
as part of a suite of trainee assessment tools.
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Abstract. The way users interact with mobile applications varies according to 
the context where they are. We conducted a study where users had to manipu-
late a multimodal questionnaire in 4 different contexts (home, park, subway and 
driving), considering different variables (lighting, noise, position, movement, 
type of content, number of people surrounding the user and time constraints) 
that affect interaction. This study aimed at understanding the effect of the con-
text variables in users’ choices regarding the interaction modalities available 
(voice, gestures, etc). We describe the results of our study, eliciting situations 
where users adopted specific modalities and the reasons for that. Accordingly, 
we draw conclusions on users’ preferences regarding interaction modalities on 
real life contexts. 

Keywords: Multimodal Interaction, Mobile Devices, Studies in Real Contexts. 

1   Introduction and Background 

Multimodal interaction is a characteristic of everyday human activities and communi-
cations, in which we speak, listen, look, make gestures, write, draw, touch and point, 
alternatively or at the same time in order to achieve an objective. Considering the 
human perceptual channels [4] through the inclusion of elements of natural human 
behavior and communication on human-computer interfaces is the main goal of mul-
timodal interaction. Multimodal interfaces can improve accessibility for different users 
and usage contexts, advance performance stability, robustness, expressive power, and 
efficiency of mobile activities [5, 6]. Recently, concerning the special needs of several 
groups of users, many researchers have focused on the design and development of 
universally accessible systems. These consider: impairments [1] and various usage 
context variables [2, 3]. Design approaches such as “Inclusive Design” or “Design for 
all” enhance the usability of the applications and consider the existence of multiple 
interaction modalities, providing accessibility and support to impaired users and ena-
bling non-impaired users to interact with applications in suboptimal conditions [1]. 
This kind of interaction has been explored from different points of view [1, 7, 8, 9]. 
(e.g. support to impaired users, support to non-impaired users in suboptimal situa-
tions, augmentation of unimodal activities, games, multimedia applications, etc.). The 
interaction modalities included on a multimodal system can be used either in a com-
plementary way (to supplement the other modalities), in a redundant manner (to pro-
vide the same information through more than one modality), or as an alternative to the 
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other modalities (to provide the same information through a different modality) [10]. 
The use of non-conventional interaction modalities becomes crucial when concerning 
human-computer interaction for users with special needs (e.g. impaired users). In 
these cases the objective is not to complement the existing modalities of a system 
with new ones but to fully replace them with adequate ones [11, 12]. 

On another strand, researchers have focused their work on understanding how to 
overcome the limitations introduced by the tiny screens available on mobile devices. 
Sound and gestures have been used to augment or replace the conventional device 
interfaces [14, 15]. 

Two approaches are considered regarding the evaluation of multimodal mobile appli-
cations: laboratory and field evaluation. Both can consider logging of users’ activities, 
filming and questionnaires. Some of the studies reported on the available bibliography 
addressed the gathering of knowledge about an already deployed device or application 
by logging users and interviewing them about their use [16, 17]. Other studies consider 
the evaluation stage [14, 18, 19, 20], and two specific studies compare field and labora-
tory evaluation [6, 21], suggesting that multimodal mobile applications should be evalu-
ated and studied on the field, in real contexts, under real constraints.  

We conducted a study where users had to manipulate a mobile multimodal artefact 
(in this case: a questionnaire) in 4 different contexts (home, park, subway, driving) 
considering different context variables (lighting, noise, position, movement, type of 
content, number of persons surrounding the user and time constraints). The study 
aimed at understanding the effect of the mentioned context variables in users’ choices 
regarding the interaction modalities available on our tool (e.g. voice, gestures, touch 
screen, keypad). In this paper, we present an overview on an artefact creation tool and 
artefact analysis tool. We fully describe a multimodal mobile artefact manipulation 
tool, which utilization was studied in different contexts; we present the case study and 
discuss the lessons learned. 

2   Mobile Multimodal Artefact Framework 

This section provides an overview on a mobile multimodal framework that enables 
artefact creation, manipulation and analysis [13]. The creation and analysis tools are 
described below, in order for the reader to understand how the framework is articu-
lated. The manipulation tool, focus of this study, is described in full detail on the next 
section. 

All the tools and corresponding libraries were developed in C# for Microsoft Win-
dows Platforms. Desktop/laptop/tablet and hand-held versions are available. The 
latter, particularly in the creation tool’s case, are simplified versions of the former. 

 
• Proactive Artefacts: Artefacts are composed by pages and rules. Pages nest ele-

ments of different types (e.g. text/audio/video labels, text/audio multiple choice  
objects, text/audio/video answer/recording elements). Each element combines visual 
and audible presentations. In both modes, they include a type-intrinsic counterpart 
(e.g. drop down menu for the visual form and an audio description on how to inter-
act with it) and an element specific part: corresponding to its content (e.g. the  
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     textual items of a multiple choice element and their matching audio streams). The  
content can be static and defined when the element is created (e.g. the textual and  
audible contents of a label), or dynamic and acquired during interaction (e.g. a free 
text answer or an audio recording element). When only one mode is available (e.g. 
textual or audible contents), the other is generated whenever it is possible, according 
to the device’s characteristics (through a text to speech or a speech to text engines). 

Rules enable the modification of pages, elements and, most notably, navigation 
(e.g. if answer is YES goto page Y), based on triggers (e.g. X minutes have passed, 
users requested next page) and conditions (e.g. users answered YES or BLUE) that 
activate behaviours (e.g. hide element W on page Z, goto page Y). 

• Artefact Creation: A wizard based creation tool allows users with no program-
ming experience to create fairly elaborated proactive artefacts in three simple steps: 
1) creation of the elements (definition of their content and location); 2) definition 
of the natural page sequence; and, 3) description of rules (triggers, conditions and 
behaviours). 

• Artefact Analysis: The analysis tool enables the evaluation and annotation of 
artefacts and their utilization. It can work as a result viewer, enabling the analyst to 
evaluate the final results of an artefact, or as a log player, providing the analysis of 
result evolution and, most notably, of all user interaction. Moreover, this analysis 
can be accelerated or delayed, according to the analyst’s preferences. This tool 
played a fundamental role on the studies presented on section 4.  

3   Artefact Manipulation 

A manipulation tool (Fig. 1), allows artefact emulation and the logging of users’ ac-
tivities throughout artefact utilization.  

 

Fig. 1. Artefact Manipulation Tool 
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Considering devices with touch screen or mouse, data input (e.g. typing text, re-
cording answer, selecting a choice on a list or a value on a track bar) and access to the 
audible content of the elements can be done directly through the buttons, text boxes, 
track bars and lists that compose the elements presented on the screen. This is an 
incomplete interaction modality, since page navigation has to be achieved through 
any of the other available modalities. These are indirect interaction modalities, in a 
way that: users must navigate through elements and can only interact with the selected 
element. These modalities were introduced considering screens without touch tech-
nology, movement situations, one hand and no hands interaction [13]. Performance 
decreases when using indirect interaction modalities but there are no substantial per-
formance differences between the indirect interaction modalities available: 

• Graphical Interaction Bar: This bar is composed by 6 buttons and it is located on 
the bottom of the artefact (on Fig. 1). The Next and Previous buttons allow naviga-
tion between pages. Navigation between elements of the same page is available 
through the Up and Down buttons. The Play button plays the audible content of the 
selected element (shown inside a blue box). The Action button changes according 
to the selected element, and allows indirect interaction with it: record/stop re-
cording; select a choice; start nested navigation/stop nested navigation. After start-
ing nested navigation the Next and Previous buttons navigate horizontally inside 
the element (e.g. on a track bar) and the Up and Down buttons navigate vertically 
inside the element (e.g. on a combo box).  

All together, these functionalities support the interaction with the artefacts (ex-
cept for textual input) and are also accessible through: the device’s keypad; gesture 
recognition; voice recognition; or any combination of the previous.  

• Device Keypad: This modality maps the over mentioned functionalities to the 
device’s keypad. According to the number of keys available on the device, it can 
be a complete or incomplete modality. Nevertheless, for keypads with 4 or more 
keys this is complete interaction modality. 

• Gesture Recognition: This modality is also built on the mentioned functionalities, 
mapping them to gestures that are recognized on the device’s touch screen. We de-
veloped a simple gesture recognition algorithm that allows the recognition of the 
six different gestures presented bellow (Fig. 2). This algorithm was validated in a 
laboratory by 10 users, considering different types of interaction (stylus, one hand, 
two hands) and presenting accuracy rates close to 100%. 

 

Fig. 2. Gesture interaction – mapping interaction functionalities to gestures. From the left to the 
right: Previous, Up, Play, Action, Down, Next (see also Fig 1). The small dot represents a tap 
on the device’s screen; the line represents a continuous gesture after the tap; the big dot repre-
sents a tap and hold lasting more than 1 and a half second. 
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• Voice Recognition: This modality maps the referred functionalities to voice  
commands that are recognized by the application: Previous, Up, Play, Action, 
Down, Next (see Fig 1). The set of commands elected for this interaction modality 
was also validated (in a laboratory, under optimal noise constraints) by 10 users, 
presenting accuracy rates close to 100%. 

Any combination of these interaction modalities can be used, and the users have 
the possibility of disabling and enabling them according to their preferences. 
Moreover, this tool can run in different modes: visual, eyes free, hands free, or any 
combination of the previous: 

The visual mode ignores the elements’ audible counterpart throughout artefact 
manipulation and provides interaction through any of the available modalities. 

The eyes free mode is directed for situations when users cannot pay much  
(e.g. walking or running) or any visual attention (e.g. driving) to the device. This 
mode relies mostly on the indirect interaction modalities (voice recognition, ges-
ture recognition or keypad). When navigating throughout pages, users are audibly 
informed about the current page. Whilst navigating between elements, users are 
audibly informed about the type of the selected element and how to interact with 
it; this information can be skipped using any of the functionalities that support in-
teraction. Direct interaction with elements and the visual counterpart of the artefact 
are also available, addressing situations when users are in a context that enables 
them to spare exporadic visual attention to the device. 

The hands free mode considers only voice recognition for input and any of the 
available modalities, or combinations of them, for output. 

4   Case Study 

The main goal of this study (Fig 3) was to understand which interaction modalities are 
preferred by users in different contexts and considering different types of information.  

Completing a questionnaire is a task that can be done on the move between differ-
ent contexts. Questionnaires can address different types of information (e.g. private, 
not private) and contexts may have different characteristics (e.g. noise, lighting, 
movement status, position, number of persons in the same context, time constraints, 
etc). Due to the mobile nature of these artefacts and their purpose, we decided to 
study them on the field, on a set of scenarios selected by the users and our team: 
home, park, subway and car (driving). This study was conducted in Lisbon (Portugal) 
and 15 non-impaired users were involved: 8 male, 7 female, ages comprehended be-
tween 20 and 35, familiar with computers and mobile phones. 

 

 

Fig. 3. Study in real contexts – from the left to the right: home, park, subway, driving (2 pic-
tures) 
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Before conducting the study, the users were taught on how to interact with the  
artefact manipulation tool through the 5 different interaction modalities (direct interac-
tion with elements, indirect interaction through: keypad, graphical interaction bar, 
gestures or voice). For each context a group of users was given a questionnaire they 
had to fill using the artefact manipulation tool. This questionnaire: considered private 
and non-private information, gathered users’ data for statistics, ratings on the applica-
tion’s usability and registered users opinions about their experience. The questionnaire 
was composed 5 open ended questions (that could be answered through textual input or 
audio recording) and 1 close ended question (question 6, where users had to select 1 
out of 6 options). The 6 questions that compose the questionnaire are presented below:  

1) Describe yourself mentioning: name, age, gender, occupation, familiarity with 
computers and mobile devices.  
2) What is your phone number?  
3) What is your address?  
4) How have you used this application (including if you used voice, gestures, pen, 
keypad, virtual keyboard), why have you used it this way and in which situations?  
5) What were your difficulties during this task?  
6) How hard was it to perform this task? (choices: impossible, very hard, hard, nor-
mal, easy, very easy) 
 

All the tasks performed by the users were logged and filmed. The cross analysis 
between the utilization logs, movies and questionnaires enabled us to gather the in-
formation presented below: 
 
• Home: The study conducted in this scenario involved 4 users that filled the same 

questionnaire twice. The users were sitting down using a TabletPc, on silent and 
well illuminated environment. The first task had no limitations regarding time. The 
4 users chose to fully interact with the questionnaire (navigation between pages, 
navigation between elements, input on open ended answers and input on closed an-
swers) through voice modalities (recognition and recording). They placed the de-
vice on the table and tried to interact with it without using their hands.  Three of 
these users were successfully interacting through voice modalities. The other user 
had difficulties pronouncing the English words that supported navigation, after re-
alizing he could not use the voice recognition properly, he started: navigating 
through the graphical interaction bar; interacting directly with the elements on the 
touch screen; and, performing data input on open ended questions through audio 
recording; Despite  the personal content of some questions, none of the users de-
cided to perform textual input on any of the open ended questions.  

Users reported that they tried to explore the modality they found more interesting. 
We believe this decision was due to the optimal characteristics of this scenario and to 
the absence of time constraints on the first task. Accordingly, we decided to conduct 
a second task including a time factor in order for users to try to make an optimal use 
of the application. When performing this task, users chose direct interaction to per-
form data input: using the stylus to select multiple choices and to start and stop re-
cording open ended answers. None of the users decided to perform textual input on 
any of the open ended answers. Navigation between pages was done through voice 
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recognition and navigation between elements was not used. The mix of modalities 
appeared only once, in navigation between pages, when the user with pronunciation 
problems tried to use voice recognition again. The recognition failed two times in a 
row and the user started navigating through the graphical interaction bar. 
For both tasks: 3 of the users considered them easy and 1 very easy. 

• Park: The study conducted in this scenario involved 5 persons using the Question-
naire Manipulation Tool on PDAs. Users filled the same questionnaire twice: first 
sitting and then walking, always considering time constraints. The study was con-
ducted during the day, on a park close to a road with constant traffic: the environ-
ment was noisy and over illuminated (the reflection of the sun on the screen re-
duced the visibility of the artefact significantly). 

On the first task, the modality adopted to navigate between pages varied: 3 used 
voice commands, 1 gestures and 1 used the device’s keypad. The 3 users navigat-
ing through voice commands and the one navigating through gestures justified 
their choices based on their personal opinion about which was the most interesting 
interaction modality. Nevertheless, in occasions where the voice recognition failed 
2 or 3 times (due to the noise), users tried gesture recognition justifying it with the 
interest factor mentioned before. The user navigating through the keypad justified 
his choice by saying: “it’s the most practical from my point of view”. None of the 
users considered navigation between elements. The input on open ended answers 
also varied: 4 users recorded their answers to questions 1 and 3 and typed their an-
swers to questions 2 and 3 on the virtual keyboard. These users justified their 
choice with the fact that didn’t feel comfortable about saying their phone number 
and address out loud in a place where there were people they didn’t knew close by; 
1 user, the one using the keypad to perform navigation, embarrassed about speak-
ing out loud to a device on a place where there was more people answered all 
opened questions through the virtual keyboard. The 5 users chose to perform input 
on closed answers directly on the elements using the stylus. This task was rated: 
easy by 4 users and normal by 1. 

On the second task, the modalities chosen to navigate between pages and the 
justifications for those choices were the same as for the first task. Nevertheless, in 
this task all users considered navigation between elements. The input on closed an-
swers was done, indirectly by the 5 users, through the same modality they had 
chosen to perform navigation between pages on the first task. The elected modality 
for input on open ended answers was the audio input, users recorded their answers 
to all open ended questions, but they all reported that at least the personal ques-
tions they wouldn’t answer in such situation, because they didn’t feel comfortable 
about saying their phone number and address out loud in a place where there were 
more people close by and because it was “very difficult and boring” to write on a 
virtual keyboard while walking. This task was rated: normal by the 5 users. 

• Subway: This study involved 4 users equipped with PDAs. These, performed the 
same task twice, first sitting and then standing. The environment was very noisy, 
well illuminated and presented a large set of movement patterns (e.g. accelerations, 
breakages, people entering and leaving, etc.).  

On the first task the modality adopted to navigate between pages varied: 1 user 
chose keypad and the other 3 gestures. Users justified their choices based on their 
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personal opinions about which were the most interesting navigation modalities. 
They justified the exclusion voice recognition based on their embarrassment of 
speaking to a device in the subway surrounded by so many people. For the same 
reason, the input on open ended answers was always done through the virtual key-
board. None of the users considered navigation between elements and all of them 
chose to perform input on closed answers directly on the elements, using the sty-
lus. This task was rated very easy by the 4 users. 

On the second task all the users were holding and interacting with the PDA using 
only one hand, while they used the other to hold themselves safely in the subway. 
The modalities adopted to navigate between pages were the same as in the first task 
and they were justified with the same reason, which also justifies the textual input 
on answers to open ended questions. Users reported difficulties using only one hand 
to hold and interact with the device, especially when attempting to perform finger 
interaction with a virtual keyboard available on touch screens. All users considered 
navigation between elements and indirect interaction with them, through the same 
modality they chose to perform navigation between pages. This task was rated hard 
by the 4 users. 

• Driving: The study conducted on this scenario involved 2 users that, due to safety 
concerns of our team, filled a questionnaire while driving in a street with little traf-
fic, without considering time constraints. The environment was noisy and well il-
luminated. The users were sitting down performing hands and eyes free interaction 
with the application running on a TabletPc that was placed on the sit next to them. 
This was the only context in which users chose to use the audible counterpart of 
the questionnaires. On this task users used voice recognition to navigate between 
pages, elements, and to indirectly answer closed questions. The input on open 
ended questions was performed through audio input. These choices were justified 
based on the fact that users were driving using both hands and that they could not 
spare almost any visual attention to the device due to its location. Both users rated 
this task normal, considering its difficulty. 

• Discussion and lessons learned: Regardless of the inclusion of time constraints on 
the tasks, users tended to interact with our application through the modalities that 
interest them the most from a technological and innovational point of view. When 
time constraints were introduced users still manifested this tendency but only for 
activities where their favorite modality’s performance was equal or better than any 
other. Throughout the case studies presented on this paper, the inclusion of time 
constraints made users try to optimize their interaction with the questionnaires. 
They started to use the most effective modalities whenever they could: direct inter-
action on the touch screen instead indirect interaction through their favorite modal-
ity; navigation between pages through their favorite modality; and, input on open 
ended answers through audio instead of text on the virtual keyboard.  

 

On environments where the users were alone, or surrounded by few known per-
sons, the type of content addressed by the questions (private or not) did not dictate the 
input modality used on open ended answers, in this situations our studies clearly point 
to a preference directed to audio recording instead of textual input through the virtual 
keyboard. However, the increasing of the people surrounding the users intimidated 
them, reducing or eliminating the usage of voice interaction with our application  
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(favorite interaction modality of the majority of the users involved in these studies). 
Initially, there was a reduction on the utilization of voice interaction when users,  
surrounded by few unknown persons, were answering private questions (as in the 
park’s case study). After, when surrounded by more people (as in the subway’s case 
study), users completely stopped using voice interaction because they were embar-
rassed of speaking to a device in front of so many people.  

Even when visual output could not be used in optimal conditions (e.g. user walking 
or very intense light reflection on the screen), users decided not to use the audible 
counterpart of the artefact. The only situation where they decided to use it was while 
driving, because they could not spare any visual attention to the device.  

Restrictions to hand usage, namely, the ones that force users to hold and interact 
with the device using the same hand (subway’s case study, task 2) tend to introduce 
difficulties performing: direct interaction with the elements on the screen (mostly 
because the users’ thumb fingers could not easily reach the whole area of the screen 
on our PDAs); and, most notably, textual input through a virtual QWERTY keyboard 
(because it is difficult to perform finger interaction on a virtual keyboard presented on 
the screen). In these situations users prefer to interact indirectly with the elements 
through their favorite modality and perform audio input on open ended questions 
(unless there are many persons around them). 

Throughout the presented case studies there were few situations where users could 
not use textual input properly and didn’t feel comfortable to answer certain questions 
through audio input (e.g. walking on the park or, most notably, standing on the 
metro). On these situations users could not find a combination of modalities through 
which they could complete their task comfortably. We believe that this problem could 
be solved through the introduction of a virtual T9 keypad, directed for one hand finger 
interaction on devices with no physical T9 keypad (as the one used on this study). 

5   Conclusions and Future Work 

In this paper we presented multimodal artefacts that allow user input through 5 differ-
ent modalities. We report a study conducted in order to understand which interaction 
modalities are preferred by users in different contexts, considering different context 
variables. This study enabled us to understand some behavioral patterns defined by 
everyday contexts (such as home, park, subway and car) and context variables (light-
ening, movement, hand usage, etc.).  

It is clear that some modalities suit better some users in some contexts, from this 
fact emerges the need of adapting mobile interaction and interfaces according to their 
utilization context. Our future work plans aim at the creation of intelligent context-
aware multimodal adaptive artefacts.  
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Abstract. Sound is touch at a distance. The vibration of pressure waves in the 
air creates sounds that our ears hear, at close range, these pressure waves may 
also be felt as vibration. This audio-haptic relationship has potential for enrich-
ing interaction in human-computer interfaces. How can interface designers  
manipulate attention using audio-haptic media? We propose a theoretical per-
ceptual framework for design of audio-haptic media, influenced by aesthetic 
frameworks in visual theory and audio design. The aesthetic issues of the mul-
timodal interplay between audio and haptic modalities are presented, with dis-
cussion based on anecdotes from multimedia artists. We use the aesthetic theory 
to develop four design mechanisms for transition between audio and haptic 
channels: synchronization, temporal linearization, masking and synchresis. An 
example composition using these mechanisms, and the multisensory design  
intent, is discussed by the designers.  

Keywords: Audio-haptic, multimodal design, aesthetics, musical expressivity, 
mobile, interaction, synchronization, linearization, masking, synchresis. 

1   Introduction 

We live in a world rich with vibrotactile information. The air around us vibrates, seem-
ingly imperceptibly, all the time. We rarely notice the wind moving against our bodies, 
the texture of clothes, the reverberation of space inside a church. When we sit around a 
conference table, our hands receive and transmit vibrations to emphasize what is being 
said or attract attention to the movements of other participants. These sensations are felt 
by our skin, a background symphony of subtle information that enriches our perception 
of the world around us.  

In contrast, products like the LG Prada phone [22] and the Apple iPhone [1] provide 
little tactile feedback (figure 1). Users mainly interact with a large touchscreen, where 
tactile cues are minimal and buttons are relegated to the edges.  This lack of tactile feed-
back causes errors in text entry and navigation [29]. In order to give more feedback,  
audio cues are often used to confirm tactile events and focus the user’s attention [8], e.g. 
confirmation beeps. However, these audio cues are annoying and attract unwanted  
attention [16]. Many HCI researchers are now researching how haptics (physical and 
tactile) can provide a subtler feedback channel [5,13, 27, 28, 29].  
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Fig. 1. (a) LG Prada phone and (b)Apple iPhone are touchscreen based mobile devices  

The use of haptics (particularly vibration) is promising, because it is relatively cost 
effective and easy to implement [5]. The benefits to a vibrotactile interface, mainly pri-
vacy and subtlety, are not new [3,5]. Yet, there is relatively little knowledge on how to 
aesthetically structure and compose vibrations for interfaces [4,14]. This work addresses 
the creation of multimodal experiences by detailing our experiences in developing hap-
tic ringtones in mobile phones, through describing an example of audio-haptic stimuli. 
We share our knowledge and expertise on how to combine audio-haptic information to 
create pleasing and entertaining multimodal experiences. 

2   Background and Motivation 

Prior work in HCI has explored mapping vibration to information through the use of 
scientifically generated media [10,25]. Some work has focused on developing haptic 
hardware and identifying situations where tactile information can be used, e.g.,  navi-
gating spatial data [12], multimodal art [15], browsing visual information, and of 
course, silent alerts [4,6,13,17]. We note the majority of creation techniques for vibro-
tactile stimuli have been largely designated by device capabilities. O’Modhrain[18] 
and Gunther [11] have presented works on composing vibrations in multimedia set-
tings, using custom hardware. A key issue has been how to map information to vibra-
tion to avoid overload [17]. This work seeks to extend the prior art by suggesting a 
general aesthetic framework to guide audio-haptic composition. 

One inspiration has been the Munsell color wheel [16]. The Munsell color wheel is 
a tool for understanding how visual effects can be combined.  The use of the color 
wheel gives rise to color theory, and helps graphic designers understand how to create 
moods, draw attention, and attain aesthetic balance (and avoid overload). We won-
dered if a similar framework could help vibrotactile designers compose their audio-
haptic effects so that there is stimulating, but not overwhelming transition between the 
audio and haptic modalities to create a complex, but unified multisensory experience. 

Audio-visual theories for cinematography has also influenced this work, particu-
larly, cinematic composer Michel Chion’s theories about the relation of audio to  
vision [7]. Synchronization (when audio happens at the same time as visual event), 
temporal linearization (using audio to create a sense of time for visual effects),  
masking (using audio to hide or draw attention away from visual information) and the 
synchresis (use of sound and vision for suggesting or giving illusion to add value onto 
the moviegoing experience) aroused our interest. The idea behind audiovisual compo-
sition is balance and understanding the differences between audio and visual through 
perceptual studies.  
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Fig. 2. Two Audio-haptic displays using embedded (a) MFTs made by Citizen (CMS-16A-07), 
used in a (b) vibrotactile “puff”, and (c) the Motorola A1000 

2.1   Audio-Haptic Media Design Process 

The easiest approach to designing vibrotactile interfaces is to use low power pager mo-
tors and piezo buzzers. Multifunction transducers (MFTs) enable the development of 
mobile systems that convey an audio-haptic expressive range of vibration [20], figure 2a. 
An MFT-based system outputs vibrations with audio much like audio speakers.  

Instead of focusing strictly on vibration frequencies (20Hz-300Hz) [26], we recog-
nize that audio stimuli can take advantage of the overlap between vibration and audio 
(20Hz-20kHz), resulting in a continuum of sensation from haptic to audio called the 
audio-haptic spectrum. In the past, audio speakers were often embedded into the 
computer system, out of the accessible reach of the user. Mobile devices have allowed 
speakers to be handheld.  By using MFTs instead of regular speakers, the whole spec-
trum of audio-haptics can be exploited for interactive feedback.   

Two example devices were used in our process for exploring the audio-haptic 
space (figures 2b and 2c). One is a small squishy puff consisting of one MFT embed-
ded in a circular sponge (2b). Another is the Motorola A1000 phone which uses two 
MFTs behind the touchscreen. Audio-haptic stimuli are automatically generated by 
playing sounds that contain haptic components (frequencies below 300Hz). If neces-
sary, the haptic component could be amplified using haptic inheritance techniques. In 
our design process, we used commercially available sound libraries [21,24]. Audio-
haptic compositions were made using Adobe Audition [2]. A user holding either the 
squishy puff or the A1000 phone would be able to feel the vibrations and hear audio 
at the same time.  

2.2   Designing a Visual-Vibrotactile Framework 

The Munsell color wheel (figure 3) describes three elements of visual design.  One 
principle element of visual design is the dimension of “warm” or “cool” hues.  Warm 
colors draw more attention than “cool colors”.  In color theory, warm colors tend to-
ward the red-orange scale, while cool colors tend towards the blue purplish scale. The 
warm colors are on the opposite side of the color wheel from cool colors. Another 
component of color theory is value, or the lightness amplitude in relation to neutral.  
The darker the color is, the lower its value. The final dimension is chroma, or the sa-
turation of the color. The chroma is related to the radial distance from the center of 
the color wheel. 

We wondered whether prior classifications of vibrotactile stimuli could provide a 
similar framework [4,14,19]. Scientific parameters such as frequency, duration and 
amplitude (e.g. 100 Hz sine wave for 0.5 seconds) have traditionally been used to  
describe vibrations in perception studies. Perceiving vibrations from scientifically 
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Fig. 3. Munsell Color System showing Hue, Value, and Chroma1 

 

Fig. 4. Audio-haptic stimuli plot based on amplitude and vibration (scatter plot) 

generated stimuli has some flaws, particularly since they are detached from everyday 
experience. These synthetic vibrations are unrelated to the experience of human interac-
tion with objects. Users often have to overcome a novelty effect to learn the mappings. 
In contrast, normal everyday interactions with our environment and objects result in vi-
brations and sound. In this inquiry, we have elected to select stimuli based on sound 
stimuli from commercially available sound libraries [21, 24]. 

As a starting point, approximately 75 audio-haptic sounds were selected based on 
their audio-haptic experience. When laid out on a grid consisting of frequency, dura-
tion and amplitude, it was hard to organize these complex sounds based on frequency. 
Graphing the duration and amplitude produced a scatterplot, and did not suggest any 
aesthetic trends (figure 4 shows a plot with less sounds than our actual plot).  

 
                                                           
1 Munsell Color System, http://en.wikipedia.org/wiki/Munsellcolorsystem on June 23, 2008. 
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Fig. 5. Activity Classification for audio-haptics shows a number of problems: conflicting 
warmth trends, multiple classifications for similar sounds  

Another prior framework for classifying audio-haptic media is activity classification 
[20], which characterizes audio-haptic media by context of the activity that may generate 
the stimuli. While the activity classification system is a good guide for users to describe 
the qualitative experience of the stimuli, it is hard for designers to use as a reference for 
composition. The main problem with this mapping was that the stimuli could belong to 
more than one category. For example, “fire” or “wind” sound could belong to both sur-
face and living categories. The same stimuli could be considered complex or living. A 
new framework should contain dimensions that are quantitatively distinguishable.  The 
stimuli were characterized according to the activity classification and graphed onto a 
color wheel to determine if there were any aesthetic trends, figure 5. There were conflict-
ing trends for warmth or cool that could be discerned.  Smooth sounds, such as pulses or 
pure tones could be considered warm, but “noisy” stimuli such as quakes or beating 
sounds could also be considered warm (drawing attention).   

The Munsell color wheel suggests that energy and attention are perceptual dimensions 
for distinguishing stimuli. In the audio-haptic domain, a temporal-energy arrangement 
scheme was attempted by using ADSR envelopes. ADSR (Attack-decay-sustain-release) 
envelopes are a way to organize the stimuli based on energy and attention [23], figure 6.  
The attack angle describes how quickly a stimuli occurs, the decay measures how quickly 
the attack declines in amplitude, the sustain relates to how long the stimuli is sustained, 
and the angle of release can correspond to an angle of warmth of ambience, resulting in 
an “envelope” (figure 6a). Some typical ways to create interesting phenomena is to vary 
the ADSR envelope are shown (figure 6 b). 

 

a)    b)  

Fig. 6. a)ADSR envelope for audio design composition b) typical ADSR envelopes  
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Fig. 7. The visual-vibrotactile audio-perception map temporal trend for the attack/decay and 
duration of a stimuli, increased sharpness and length attract attention. 

We analyzed the average RMS value of the audio-haptic sounds, and gave a nu-
merical value for the length of the stimuli [23]. A sound analysis tool, Adobe Audi-
tion [23], was used to analyze the envelope of each audio-haptic stimulus. Each 
stimulus was plotted atop the color wheel such that warmth (intensity) corresponded 
to attack/decay and amplitude. Higher intensity draws more user attention to the stim-
uli. A resulting visual-vibrotactile audio-perception map was generated (figure 7). 

The correspondence between temporal-energy suggested an aesthetic trend based 
on amplitude and duration. The perception map was informally evaluated by 10 media 
artists using a squishy puff device connected to an on screen presentation. The artists 
were asked to select the mapped stimuli and evaluate the mapping out loud. General 
feedback on the visual-vibrotactile perception map was assessed to gauge how “natu-
ral or believable” the stimuli seemed.  

Here are some aesthetic trends that were observed: 

• Amplitude corresponds to saturation. The higher the amplitude, the more notice-
able it is. In general, the amplitude effect dominates the stimuli. 

• Attack/decay duration corresponds to intensity or haptic attention. Faster (sharper) 
attack/decays are more noticeable than smoother attack/decays. The smoother  
attacks are more subtle in  haptic feel. However, there is a minimum length (10 
milliseconds) where the skin cannot feel the vibration at all and the stimuli are per-
ceived as pure audio and may be missed.  

• Longer events, such as rhythmic or sustained stimuli, are also more noticeable (au-
dibly “warmer”), but can be ignored over time as the user attenuates the stimuli. 
The skin can lose sensitivity to sustained sounds. 

By noting the elements of composition as amplitude, attack/decay duration and 
sustain, two main compositional effects can be inferred from the visual and cine-
matic design literature: 
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1. Balance: Balancing interaction between high and low amplitude audio-haptic sti-
muli.  

2. Textural variation: Alternating between impulse and sustained stimuli, and playing 
with the ADSR envelopes to create textural variation.  

These two observed effects can be used as guidelines to create dramatic effects 
through manipulating attention between the two modalities. 

3   An Audio-Haptic Composition Example 

We present an audio-haptic ringtone to describe some composition mechanisms used 
to balance and textural variation, separately and concurrently(figure 8). 

This piece explores the relationship between the musical ringtone and the vibrotac-
tile alert. These mechanisms are introduced gradually, then developed - separately and 
overlaid - in the following short segments. Overall a sense of urgency is generated to 
fulfill the primary purpose of mobile alerting mechanism.  

The piece begins with a haptic texture that has been created using the haptic inheri-
tance method [5], where the haptic texture has been derived from the percussive  
instrumental elements. The texture can be classified as a type of pulse with a soft tail. 
The texture enters in a rhythmic manner, increasing somewhat in strength over the 
course of its solo 2 bar introduction. Then as the phrase repeats, the audible percussive 
element fades in a rhythmic unison.  

When the percussive phrase is completely exposed (spectrally, dynamically and 
musically), a 2 bar answering phrase enters. This answering phrase contains no sig-
nificant haptic texture but generates content in the broader frequency spectrum with 
the introduction of a musical sequence. The woody pulse that punctuates the phrase is 
“warm” in drawing attention to the rhythmic audio crescendo. Apart from the melodic 
and rhythmic phrase this sequence also contains a melodic decoration in the vein of a 
traditional auditory alert.  

In the final section the haptic rhythm re-enters solo, apart from the appearance of 
the melodic alert decoration which is played at the same time in the rhythmic se-
quence as before. 

The order of exposition is as follows: 

1. Haptic Rhythm 
2. Haptic Rhythm + Percussive Instruments 
3. Percussive Instruments + Musical/Melodic Elements 
4. Haptic Rhythm + Melodic Alert 

 

Fig. 8. Spectrogram of audio-haptic ringtone example 
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As such the envelope created is a type of privacy envelope. This can be inferred 
from the attached frequency spectrum of the piece; when the energy is concentrated in 
the lower range the privacy is greater, lessening over time, before a final private re-
minder is played. 

4   Discussion 

4.1   Aesthetic Perception Map Feedback 

Overall, the feedback on our perception map was positive. Many artists commented 
that the effects of synchronizing haptics and audio were compelling, and that they 
could readily imagine the textures of the materials or ambience of the stimuli in the 
perception map. This suggests that synchresis (synchronizing and synthesizing) artifi-
cial audio-haptic stimuli could create realistic experiences that do not exist in the real 
world, a very interesting phenomenon [9]. Another common observation was that 
higher haptic amplitude present in the stimuli created a feeling of realism, particularly 
for impacts. The effect of audio reverb, combined with sustained and synchronized 
haptics seemed “more realistic” than without haptic feedback. For example, combined 
modal experiences allowed users to gauge the differences between metal objects hit-
ting each other, vs. a hammer hitting an anvil. Another example is being able to  
distinguish a splashing “large rock in a stream” compared with a “drop of water hit-
ting a large pool”. We believe the haptic component helped users imagine or identify 
the underlying material and environmental information in the stimuli.  

One artist commented that perhaps amplitude was analogous to color saturation, 
drawing attention and perhaps even overwhelming the senses. She expressed some 
doubt that there could be three dimensions for audio-haptic perception. Rather, she 
suggested that instead of a color wheel, it could be a grayscale wheel that may be 
most appropriate. Another interesting issue is that visual warmth is achieved through 
reddish tones, which grab attention, but audio warmth is achieved through sustain du-
ration, which fades as time progresses. Whether tactile warmth is affected by sustain 
duration is an interesting question. In general, feedback for the perceptual map was 
well perceived, but future work will need to verify its accuracy through multidimen-
sional scaling.  

4.2   Audio-Haptic Modality Transfer Discussion 

Our example composition makes use of the four audio-haptic mechanisms between 
the dual modalities (Table 1). Here temporal linearization of the haptic elements cre-
ate suspense, and synchronization with (percussion) audio allows transfer of the atten-
tion to the audio track. Masking is achieved by increasing the audio amplitude and 
spectral range over the haptic elements in the main body of the piece.  Synchresis is 
created by the reverb of the audio elements, creating a sense of ambient resonance. 
We propose that distributing both warm and cool stimuli across the two modalities 
helps attain compositional balance. Similarly, textural variation is achieved by con-
trasting the sharpness of the synchronized syncopated percussion and haptic rhythm 
with the more sustained musical elements.   
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Table 1. Audio-haptic mechanisms used in achieving balance and textural variation 

Synchronization Temporal Linearization Masking Synchresis 
Haptic and audio sti-
muli are united in time
to draw attention to the 
unity of the stimuli. 

Haptic or audio sequencing to 
create a connection between 
multisensory stimuli, to create 
a sense of causality. Usually 
haptic will precede audio. 

The hiding of a (typically 
haptic) stimulus by 
another stimulus of higher 
amplitude when they are 
presented in together.  

Creation using audio and tac-
tile to create an association of 
an effect. Makes use of linea-
rization and synchronization to 
create a mental union of two 
modalities, creating a distinct 
new association.. 

 

It should be noted that we are reporting the state of the art of how we practice au-
dio-haptic design. We hope that this tutorial can be useful to help others struggling 
with audio-haptic composition. Discussion of the resulting artifact through use of the 
mechanisms was subjective to the ringtone designers, and has not been empirically 
tested. We look forward to contributing to a collaborative discussion on how to 
achieve audio-haptic balance and textural variation. 

5   Conclusion 

This paper presents the evaluation of audio-haptic stimuli from sound libraries as a 
starting point toward realizing the potential for audio-haptic composition. We discuss 
an approach to arranging the stimuli based on temporal-energy distributions, in a 
framework influenced by visual and cinematic design principles. Several perceptual 
features were observed by artists testing a perceptual map of audio-haptic stimuli. 
These observations resulted in the creation of guidelines for achieving balance and 
textural variation. These perceptual findings need to be supported by further studies 
using quantitative evaluation.  

From the compositional guidelines we have developed four principle mechanisms 
for audio-haptic interaction design: synchronization, temporal linearization, masking 
and synchresis. We present an example of an audio-haptic ringtone composition that 
utilizes these mechanisms and discuss the multimodal effects achieved.  We describe 
how these four approaches can be used to manipulate attention across modalities. Our 
example showcases a practical example of these mechanisms. In summary, we de-
scribe how compositions of carefully designed audio-haptics stimuli can convey a 
richer experience through use of the audio-haptic design mechanisms presented.  
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Abstract. Audio and haptics as interaction modalities share properties,
which make them highly appropriate to be handled within a single concep-
tual framework. This paper outlines such framework, gaining ingredients
from the literature concerning cross-modal integration and embodied cog-
nition. The resulting framework is bound up with a concept of physical em-
bodiment, which has been introduced within several scientific disciplines
to reveal the role of bodily experience and the corresponding mental im-
agery as the core of meaning-creation. In addition to theoretical discussion,
the contribution of the proposed approach in design is outlined.
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1 Introduction

The personal computer owes a great deal to the typewriter in its design. The
development of the contemporary variety of personal computers from the first
generation PCs consists of a number of small steps - new features and devices
have been added to the basic unit one after another. The process can therefore
be characterised as evolutionary. The markets, in the first place, have defined
whether a certain new feature has been viable or not. The important point here is
that new features have been assessed in terms of their match with the prevailing
practices. There have not been many opportunities to genuinely question the
basic concept of PC, even though that device unnecessarily incorporates the
limitations of an ancient technology.

The first PCs rapidly grew in capacity and gradually got new features which
made them quite different from their ancestors. Once new technologies, such
as audio, made it possible to present information in multiple ways, the talk
about multimedia started and the related form of interaction became known as
multimodal. Looking back at the development of multimodal user interfaces, it
turns out that most of the research and development has been opportunistic
and technology-driven by nature. Each time a new interaction technology has
been introduced, the developers have soon found use for the new opportunities it
can provide. In other words, interaction has been designed in terms of available
technologies, rather than in terms of observed interaction needs.
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The technology-centred approach has resulted in technical conceptualisation
of multimodality and multimodal interaction. For instance, when a high-quality
sound device was included in a PC, the PC was renamed a ”multimedia work-
station” whose use was argued to be multimodal by nature.

When multimodality is defined in technical terms, it is quite easy to find a
connection to the early stages of human-computer interaction (HCI). In those
days, HCI was mainly seen as a means to ”synchronise” human being and a
computer (e.g. Card et. al. [1]). While the number of computer users rose rapidly
and computers were suddenly in the hands of ordinary people, there was an
obvious need to make computers more easy to use than what they were when
used by computer engineers. Psychologists were challenged to model human mind
and behaviour for the needs of user-interface design. It was thought that if we
knew how human mind works, user interfaces could be designed to be compatible
with it.

In practice, the traditional HCI approach led to oversimplification of the con-
ception of human mind. Until recently, the dominating metaphor of the human
mind has been the computer [2]. Thus multimodality has often meant that in
interaction with a computer, several senses (”input devices”) and several motor
systems (”output devices”) are utilised. However, we argue that this kind of
conceptualisation of human being as a smart device is extremely limited, and
conflicts with both the contemporary view of human mind and the way we be-
have in our everyday environments. In this paper, we present various arguments
to support our basic claims:

1. Interaction is always multimodal in nature.
2. Design arises from mental images and results in mental images.
3. Acknowledging the bodily nature of interaction as a cornerstone in design

inevitably results in the support for multimodal interaction.

These claims define an approach to user-interface design. The proposed approach
is based on a sound theoretical foundation, and is meant to be applicable by
practitioners. In this paper we present the relevant background theories.

2 Modal Interconnections in Perception

The concept of multimodality and the related, more technical concept, multime-
dia, have been handled in literature in many ways. In this study, we are looking
for an alternative approach to multimodality, focusing on the relationship be-
tween audio and haptics as interaction modalities. We start by figuring out the
nature of multimodality, proceeding from the implications to design.

2.1 Conceptualisation of Multimodality

Multimodality can be conceptualised in terms of technical, cognitive, social or
a number of other perspectives. In this sub-section, we briefly present typical
examples as a background for an alternative view.
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Multimodality as a Technical Opportunity. In the development of techni-
cal products, a typical procedure starts from new technical opportunities. Once
the technology is there, we have to find uses for it. It can be argued that much
of what is marketed as multimedia are products resulting from this kind of ap-
proach. Especially in the early stages of multimedia, the producers were under
pressure to show their technical sophistication by supporting all available means
of interaction.

Once a critical mass had been reached in the sales, multimedia products can
be argued to have become part of our everyday life. The next step was to elab-
orate the multimedia technology. An essential part of the elaboration was to
legitimate the technology in terms of human-computer interaction. Advantages
were sought for from multimodal interaction. The models of human cognition
on which multimodality conception was based were very simple. A typical ex-
ample is an idea of a free cognitive resource; for instance when information was
presented via a visual display, other sensory systems were thought of as free
resources. When this claim was empirically found unsustainable, human ability
to process information from multiple sources and in multiple modalities became
a central issue. An important source of information was attention studies. In
them, human ability to process information had been under intensive research
since 1950’s, when the rapidly growing air traffic made the cognitive capacity of
air-traffic controllers the bottle-neck of fluent flight organisation. These studies
resulted in models, which either modelled the structure of those mechanisms
which define attention (structural models, the cornerstones found in [3,4]), or
models which analysed human capacity (capacity models, see [5]).

It is worth noting that most of the applications of attention studies to multi-
modal interaction treat human being as a bottle-neck of a system. The studies of
human capacity in this area can mostly be interpreted as studies of human limita-
tions. We argue that this does not genuinely indicate human-centred approach.

Multimodality Provides Options. The use of multimedia or designing mul-
timodal applications is often thought of as a selection of means of interaction.
For instance, it is easy to find texts which give an impression that a given piece of
information can be presented in various forms; text, speech, picture, animation
etc. The underlying idea is that there is the content and there is the form that
is independent of it. However, this notion has been found untenable in various
disciplines. In the context of information presentation in user interfaces, it has
been found that paralleling, e.g., sound and an image is extremely complicated.
When trying to trace meaning creation on the basis of non-speech sound by ask-
ing the participants of an experiment to pair sounds and images, it was found
that conclusions could be made only when the images were simple symbols in-
dicating a clearly identifiable piece of information (like physical direction [6,7]).
In other words, the idea that the designer is free to choose in which modality to
present certain information is a grave oversimplification of the design process.
Worn phrases like ”the medium is the message” [8] or that ”a picture is worth
a thousand words”, still hold in the multimodal context. Referring to the sub-
heading, i.e., multimodality provides options, it should be understood as that
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advanced technology provides options but that different options are qualitatively
different. The process of choosing an interaction modality is not independent of
other design efforts.

Multimodality Provides Redundancy. In mathematical information theory
[9], redundancy was introduced as something to get rid of. Redundancy unneces-
sarily uses the resources of a communication channel, thus lowering the efficiency
of an information system. However, in the context of information systems, the
concept of redundancy has also more positive connotations; redundancy can be
seen as a way of increasing system stability by providing backup.

This idea, which originates from the mathematical theory of communication,
has been applied to human-computer interaction in the era of multimedia. It has
been argued that if information is delivered in multiple formats, the message is
more reliably received. A classic example is users with disabilities; if information
is provided both in an audio and visual format, for example, the same applica-
tion can be used as well by users with impairment in vision as by those with
impairment in hearing [10].

As can be seen, the inseparability of form and content of information (dis-
cussed in the previous section) inevitably questions the endeavour of presenting
”the same” information in multiple formats. Even if these kinds of redundant
combinations undoubtedly are appropriate in many applications, they should
not be seen as a straightforward, universal solution to the need of providing
information in the right format to each particular user.

Natural Interaction is Multimodal. All the approaches discussed above are
technically oriented in that they analyse modalities in terms of available tech-
nology. In a virtual world, the sound of a virtual object is created by a sound file
which is processed with audio software run by audio hardware. The visual image
of the same virtual object, in turn, is a product of an image file, a graphic proces-
sor and a visual display. In contrast, in the interaction with real life objects, such
analysis is not appropriate - it is one single physical object which directly causes
audio, visual, tactile and perhaps olfactory perception. Real world objects don’t
have separate devices to cause stimulus in different sensory modalities. There-
fore, the interaction with real world objects is always multimodal by nature.
This quite common sense notion has been used as a rationale for multimodal
user-interfaces as well. However, the suggested naturalness cannot be achieved
by burying the application under a heap of multimedia effects. The natural-
ness can only be achieved by designing objects which are not in the first place
”sounds” or ”images” or anything else which primarily refers to certain technol-
ogy. Multimodality should not be an end in itself - rather, it should be treated
as an inevitable way of interaction.

2.2 Embodied Meaning

Perspectives of phenomenology, pragmatism or ecological perception have con-
sidered meaning as being based on our interactions with the world rather than as
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a separate abstract entity. Embodied perspective continues that line of reasoning
and rejects the traditional Cartesian body-mind separation altogether: ”terms
body and mind are simply convenient shorthand ways of identifying aspects of
ongoing organism-environment interactions” [11]. Cognition is thus seen as aris-
ing inherently from organic processes. Imagination, meaning, and knowledge are
structured by our constant encounter and interaction with the world via our
bodies and brain [12,13]. The perspective of embodied cognition seeks to reveal
the role of bodily experience as the core of meaning-creation, i.e., how the body
is involved in our thinking.

From the embodied point of view, the central aspect of meaning is action. Thus
the relationship between action and perception is considered as close. So-called
motor theories of perception (see e.g. [14]) has suggested that we understand,
e.g., what we hear, because we somehow senso-motorically resonate the corre-
sponding action by imaging the way the sound is produced. Several contemporary
studies (see Gallese and Lakoff [13] for a review) in neuroscience indeed suggest
that perception is coupled with action on a corporeal basis. Discoveries of com-
mon neural structures for motor movements and sensory perception has elevated
the once speculative approach into a more plausible and appealing hypothesis.
According to mentioned studies, all sensory modalities are integrated not only
with each other but also together with motor control and control of purposeful
actions. As a result, doing something (e.g. grasping or seeing someone grasping)
and imaging doing it activates the same parts of the brain.

Gallese and Lakoff [13] argue that to be able to understand something, one
must be able to imagine it, i.e., mentally simulate corresponding action(s). In
other words, understanding is action-orientated mental imagery, and meaning
thus equals the way something is understood in its context. Other authors have
also suggested [15,16] that understanding involves a mental re-enactment or sim-
ulation of what we perceive. According to studies reviewed by Gallese and Lakoff
[13] the action simulation seems to occur in relation to 1) motor programmes for
successful interaction with objects in locations, 2) intrinsic physical features of
objects and motor programmes (i.e., manners) to act on them to achieve goals
(i.e., general purposes), and 3) actions and intentions of others. The ”mirrored”
simulation of motor movements of other people is interestingly hypothesized to
act as a mechanism for empathy [17], i.e., perception of mental and motivational
states.

As we can see, the perspective of embodied cognition provides convenient
insights at least for the creation of concrete and affective action-related meanings
and concepts. However, it is also suggested [18] that even concepts of language
could be based on the stable patterns of embodied multimodal sensory-motor
experiences. Such higher level preverbal foundations of linguistic meanings are
referred to as image schemas.

2.3 Embodied Multimodality and Mental Images

The arguments of embodied cognition clearly have an effect on the conception
of multimodality that was discussed in 2.1. The understanding of an action (like
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grasping) is multimodal in the sense that action is neurally enacted using shared
neural substrate for perception and action, which also responds to more than one
sensory modality. Such view of multimodality denies the existence of separate
modules - i.e. separate sensory inputs and motor control which do not integrate
until in the presumed higher ”associating area”. Multimodality thus seems to be
a fundamental core property of our perception and thinking where the linkage
of performance and perception as well as the integration of sensory modalities
is a cognitive norm.

From the viewpoint of mediated communication the multimodal nature of
understanding means that similar imaginary experience of ”grasping” could
be triggered by using either visual, haptic or auditory cues with a suitable
action-specific affordance. Separate presentation modalities can either function
co-operatively (with integrated action relevance) or by themselves. Regardless
of the presentation mode, physical articulation with various hints of, e.g., move-
ment, direction, force, object properties in the presentation can make us to
imagine actions that in some way make sense in the current situational context.

The embodied view of multimodality and understanding explains the cross-
modal associations based on one presentation modality - for example, why music
can create imagery of patterns of movement, body gestures, force and touch
[19,20]. In a similar way, visual presentation can also evoke, for example, haptic
meanings. However, maybe the most prominent contribution of the embodied
view is bringing interaction, the experience of bodily encounters with its physical
constraints and invariants, motor cognition and goal-orientation into the core of
action perception.

On the whole, the action-orientated perspective of embodied cognition is in
the same line with the current development in the philosophical foundation of
HCI-field emphasising everyday (ecological/social) experiences, situated actions
and the ideas of tangible interaction [21]. It also has a great importance in regard
to interaction design, suggesting that acting/doing performs an equal part along
the perception in the meaning creation.

3 Designing Action-Relevant UI-Elements by Utilising
Mental Imagery

On the theoretical basis presented in this paper, we argue that designing sound
or haptics for human-computer interaction involves the communication of action-
relevant mental imagery. This imagery is multimodal human experience, and as
such it should be considered as the starting point in UI-element design by explor-
ing and specifying the relevant mental imagery in relation with communicational
purposes, events and processes in interaction. Hence, we argue that the starting
point should not be rigidly any specific presentation modality but the interaction
and holistic exploration of the embodied ”imagery” of its meanings. These mean-
ings rise from purposeful actions of the user as well as from observed feedback ef-
fects and other actions presented by the user interface. However, we are not only
concerned of concrete perceptions of action, but also of imaginary experiences that
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become coupled with those actions. Of course, the UI-designer cannot define these
couplings for sure, but consistent interaction-centric scenarios of imagery in her
mind would form a design basis for articulation via UI-elements, resulting in likely
communication of relevant imagery. This perspective is closely related to the usage
of metaphors in design (which is very different from the common usage of the term
metaphor in the context of graphical user-interfaces, see [22]).

To achieve the intended action-relevance, it would be wise to consider the
relationship between perceived/imaginary action and auditory/haptic presenta-
tion. Jensenius [23] has suggested a distinction between natural action-sound
couplings and artificially formed action-sound relationships. Natural coupling
can be understood as plausible mechanical affordances between a sound and re-
lated action with involved objects. Moreover, Jensenius [23] suggests that ”men-
tal images of (natural) action-sound couplings guide our perception of artificial
action-sound relationships”. This is important, because convenient usage of men-
tal images can act as a familiar mediator between abstract system processes and
their contextual presentation to the user, and can provide the needed stability
between often artificial relationships of actions and UI-presentation in HCI.

Godøy [24] has proposed a model of musical imagery where our understanding
of (sound-producing) actions is founded on sensory-motor images of

– excitation (imagery about what we do or imagine/mimic doing - e.g., body
movement or gestural articulation) and

– resonance (imagery of space, objects and materials about the effects of what
we do or imagine/mimic doing).

Because of the multimodal, holistic nature of mental images, this model of mu-
sical imagery should easily be adaptable into a wider perspective that includes
sound and haptics. The model can be used as a guide to explore both motor
and material/object-related images of the involved activity. The aim of such
exploration is ultimately to get ideas of suitable auditory and/or haptic cues
that match with the action imagery and provide affordances to it. We can pre-
sume that such cues of action-oriented non-linguistic form of information can be
transcoded relatively easily from one presentation modality to another. Or be
composed in co-operative integration of both modes.

To complement the model presented above, we suggest an additional form of
imagery to be considered. That is the imagery of intention, which concerns goals,
motivations and (why not) also emotions behind the perceived/imaginary activ-
ity. The exploration of intention should be closely linked to the designer’s meta-
design considerations of functional purposes of each instance of auditory/haptic
element, and to how this instance is intended to be ”framed” into the actual
situational use of an application. Indeed, keeping interaction design in mind, we
even suggest this functional meaning of the UI-element to be the first and fore-
most factor to be considered. Generally, the first set of questions to be asked is:
What should be the perceived function (general purpose) of the auditory/haptic
instance? And to what situational indexes and especially to what user actions
the sound or haptic instance is associated? The functional dependency to the
situational context may vary. With a suitable situational index, even minimal
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action-relevant parameters (e.g. force or direction) of an auditory/haptic expres-
sion should facilitate the interaction.

In the case of feedback UI-elements, the central focus concerning intention can
be focused to the motivations and plans behind user actions, because the UI-
element should support the user’s mental idea of doing and achieving something.
In some cases, it may also be fruitful to explore intentions from the perspective of
an imaginary ”agent”, i.e., the counterpart of interaction. For example, gestural
imagery and articulation can be utilized as a basis for UI-elements that are meant
to persuade the user to do something or inform the user about something (see
[25]). A similar perspective can be applied also in specifying gestural recognition
for the UI-input elements.

To sum up this design process and utilisation of mental images on a general
level, we decided to categorise the different design phases by conforming to the
model of creative process. Traditionally the process is described in five phases:
1) preparation, where the problem or goal is acknowledged and studied, 2) incu-
bation, where the ideas are unconsciously processed, 3) insight, where the idea
of a plausible solution emerges, 4) evaluation, where the idea is somehow con-
cretised and exposed to criticism and 5) elaboration, where the idea is refined
and implemented [26]. Our modified process includes four phases: 1) defining the
communicative function, which pretty well matches with the classic preparation
phase, 2) exploration of action-relevant mental images, which comprises recur-
sive incubation and insight phases, 3) articulation, which refers to concretisation
and evaluation of ideas, and finally 4) implementation of media element, which
is the phase of the actual UI-element production.

4 Concluding Statements

Some years ago we designed a portable music player, which was supposed to
be used without resorting to gaze. Its gaze free interaction was implemented
with simple gestures and feedback sounds. Browsing of playlist, play/stop and
volume controls consisted of taps and simple sweeps across the touch screen of
a PDA device. The directions (forward-backward) were illustrated with panned
feedback sounds. E.g., to select the next track, the user made a sweep forward
on the touch screen resulting in a sound with increasing pitch moving from left
to right part of the headphones. The sweeps were directed physically forward
and backward, because the device was hanging on the side of the user in the
seam of a pocket.

This experiment revealed important issues about the conceptualisation of
physical directions and the related metaphors. In the experiment, we suddenly
switched the feedback sounds, but only one of the ten participants even noticed
it. We were wondering how it is possible that the chosen audio metaphors were
such weak cues. In the very early stage we noticed that the directional metaphors
of gestures and audio were in conflict with each other; the gestures were in the
forward-backward direction, while the sounds relied on left-right direction as is
the case with typical music players’ control panel. We concluded that the reason
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for rejecting the left-right metaphor might be that the gestures require physical
activity, thus making the relating metaphor dominate over the conflicting audio
metaphor.

From the point-of-view of embodied cognition, our observation deserves a fresh
look. The notion of the central role of bodily experience in human perception
and action indeed confirms our speculation about the reason of the dominance
of gestures over audio feedback. This should not be interpreted as a finding for
gestural interaction against other modalities, though. Rather, we see the con-
tribution of our finding in stressing the central role of physical experience in
all interaction design. As illustrated in above, we argue that an essential early
phase of design is to articulate the design idea (or mental image or metaphor)
as a physical action. This kind of description would then work as a sound ba-
sis for design, which naturally takes into account the verified bodily basis of
our cognitive system. The proposed approach also questions some ideas about
multimodality and the underlying computational metaphor of human cognition
with its separate input and output systems. These observations seem to indicate
that e.g. the models of attentional capacity and redundant information presen-
tation should not be rejected but they could be understood in a new way in the
framework of embodied cognition. Embodied cognition as an approach to design
has thus potential in shifting the orientation of traditional, computation based
models to something which could be called human-centred.
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Abstract. In this paper we introduce tacTiles, a novel wireless mod-
ular tactile sensitive surface element attached to a deformable textile,
designed as a lay-on for surfaces such as chairs, sofas, floor or other fur-
niture. tacTiles can be used as interface for human-computer interaction
or ambient information systems. We give a full account on the hardware
and show applications that demonstrate real-time sonification for process
monitoring and biofeedback. Finally we sketch ideas for using tacTiles
paired with sonification for interaction games.

1 Introduction

Cognitive Interaction Technology (CIT) reshapes our concepts of human-
computer interaction, going away from the paradigm of explicit control of tech-
nical products towards a seamless closure of interaction loops between a human
user and an intelligent system that cooperatively engage in activity. We observe
a trend of increasing intelligence in devices, ranging from wearables to smart
rooms that surround the users.

Generally, such systems need input channels to sense the environment includ-
ing the user, and output channels in order to communicate to the user. In most
current technical systems, keyboard, mouse or touchpad interaction is used as
input and visual displays are used as output (think for instance of mobile phones,
DVD players, computers, etc.) so that technology couples primarily via eyes &
hand. The interactions presented in this paper make use of different channels,
namely ears & body, using the registration of tactile patterns and responding by
using sonification, the auditory display of information.

In this paper we present tacTiles as a new device to equip surfaces with tac-
tile sensitivity, allowing the computer to experience continuous spatially resolved
pressure profiles in contact with a human user. Similar to how our interaction
profits from tactile sensitive hand and body surface, tacTiles allow to extend the
surface of CIT-artefacts such as intelligent rooms or furniture, making them tac-
tile sensitive and allowing to use the information to better understand a system’s
environment or its use. Our first tacTiles prototype has been developed as a lay-
on for chairs (Fig. 1), however, a connection with other everyday-objects such
as sofas, mattresses, doormats, yoga mats, backpacks etc. are equally intended.
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Fig. 1. tacTiles as lay-on for office chairs

Tactile sensor-equipped chairs have already been considered before, such as
the SenseChair [1], the sensingChair [2,3], and references can be found to tactile
input mats. We see the innovation of tacTiles mainly in the following regards:
firstly, tacTiles is an open-source available cheap solution, wireless and versatile
to be used in many varying contexts without modifications. Secondly, tacTiles
can be combined to form larger patches, e.g. to cover larger sofas, the floor, walls,
etc. Thirdly, we here explore the potential of interactive sonification as feedback
channel, for instance to induce a specific interaction pattern.

Applications for tacTiles depend on the use context: as a lay-on on chairs, they
can be used to monitor via an ambient sonification the ergonomy of behavior
(as presented in Sec. 6), to identify the user via its total pressure (corresponding
to weight), to enable novel sorts of security checks (e.g. password entrance via
a motion shift sequence on the seat). As a floor mat in front of a standard
computer workplace, it allows to use the feet to interact with the computer -
think for instance of a painting program where you can interactively modify the
brush size by foot pressure. As a door mat, it allows to register who enters or
leaves a room, e.g. as alarm system or support system for room intelligence to
shut off the heat in unused rooms.

tacTiles as floor mats allow novel types of interactive games which are now
also explored by companies such as Nintendo with the Wii Fit1; however, the
connection of tactile sensing and interactive sonification presented here is new
and allows eyes-free audiomotoric games as introduced by the authors within
the scope of AcouMotion, a system to explore similar audio-motion couplings [4].
tacTiles can even be used to couple several users by registering their interactions
with the mat and reflecting for instance differential information as sonification

1 http://www.nintendo.com/wiifit, last seen 2008-04-27
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so that a synchronous performance can be practised. Such applications could
even be interesting for training programs in dance or performance.

The design and applications presented in this paper therefore represent only
a proof-of-principle into the field of tactile-audio-mediated interactions, and we
focus here on the application of tacTiles as lay-on for chairs. The hard-/software
of tacTiles is presented in Sec. 2, and some interaction tests are presented in
Sec. 3. We proceed in Sec. 4 with a short explanation of interactive sonification
as the basis of auditory display for closing the interaction-loop. In Sec. 5 we show
how dimension reduction of interaction patterns can reveal typical use patterns,
suitable as controls for subsequent sonifications. We then show some exemplary
applications of tacTiles. The paper closes with a discussion of our approach and
an outlook on future work.

2 TacTiles

This section describes the hardware of tacTiles, including the design ideas for
the sensor mat and the electronic circuits to acquire and process measurements
into a bluetooth-broadcasted sensor data stream. We plan to distribute the de-
sign of tacTiles as open-source hardware, providing circuits and assembly in-
structions online at www.sonification.de/publications/HermannKoiva2008-TFA
by the date of the HAID conference. Finally we show how sensor data is parsed
by receiver software to obtain the real-time data stream for storage, processing
and sonification.

2.1 tacTiles Sensor Mat Design

Our prototype tacTiles sensor, a lay-on for office chairs, incorporates 8 force
sensitive resistors (FSR) from IEE 2 of type CP-154, each utilizising 40x40 mm
active sensing area, with saturation point of 100 N/cm2 (Fig. 2, a).

The positions of the sensors were extracted from tests with numerous persons
of different height and size to optimize the area of greatest contact with the
seat and back area. As derived from the experiments, 4 sensors were placed on
the seating area in X pattern, 4 on the back with T pattern for measuring the
degree of leaningness of a user (Fig. 2 b). The CP-154 sensors are glued to a 5
mm thick foam (material also used for producing camping mats), which forms a
sturdy base protecting the sensors from over-elongation. The foam is cut into the
form to fit typical office chairs seating and back area. The 2 flexible wires from
each FSR-sensor run on the backside of the mat, glued with Pattex Express into
the carved grooves, to the signal processing electronics, located on the backside
of the lay-on seat (Fig. 2 c) . The grooves in the foam protect the cabling and at
the same time allow the user not to sense them. On top layer of the mat, where
the sensors are located, additionally a thin layer of silk is glued with numerous
glue spots around the sensors to avoid shearing and tearing the sensors from
their positions. Rubber coated textile, sewn in a form of a bag, with side zipper
for easy access to the interior is used to enwrap the foam with glued sensors.
2 http://www.iee.lu/, last seen 2008-04-27
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(a) (b) (c)

Fig. 2. Illustration of the mat sensors and mat assembly, here for the mat used as
lay-on for office chairs. (a) CP-154 Force Sensitive Resistor used in tacTiles, (b) CAD
model of the mat showing sensor placements, (c) Photo of the foam mat showing the
routing of cables between sensor and electronics on the backside of the mat (right).

2.2 tacTiles Electronics Board

The electronics unit located behind the backrest of the chair (Fig. 3) consists of a
Microchip PIC18F4580 microcontroller with an integrated 10-bit A/D converter,
where the 8 FSR’s values are read with the help of a pull-up resistor-network
to produce voltage output of the sensors. The converted values are sent as an
ASCII stream to Free2Move3 F2M01 Bluetooth Serial-Adapter, which is con-
nected to the enhanced universal synchronous receiver transmitter (EUSART)
output pin (TX) of the microcontroller. Thanks to the F2M01 module, the tac-
Tiles have wireless coverage of more than 10m indoors, even through walls,
easy interfacing thanks to Bluetooth Serial Port Profile (BT-SPP) supported
by numerous operating systems, including many PDA and Smartphone models.
Optionally the module allows encrypted communications, important for instance
for motion-based authentication applications. The user interface of the electron-
ics is derived from KISS (Keep-It-Simple&Stupid) ideology, encorporating just
ON/OFF buttons, status LEDs and a charging jack.

Our tacTiles prototype is powered by 2-Cell Lithium-Ion Polymer battery
with 700 mAh capacity, providing power for up to 8h of continuous operation.
The microcontroller monitors the battery voltage, warns the user of low battery
status and shuts the unit off, if the voltage gets critically low, important to
prolongue the lifespan of the LiPo battery.

The readout values of 8 FSR sensors plus the battery voltage are sent using
the ASCII protocol shown in Fig. 4. ASCII characters A to H are used to identify
tactile sensors (A-D for seat, E-H for back), the battery voltage is identified with
Z. The designators are followed by 3 ASCII numbers from 000 to 999, where
higher values correspond to higher force applied onto the sensors. The battery
voltage value is decimated after the first digit (673 means 6.73 V). The protocol
is ended with line feed (LF) and carriage return (CR) for the possibility to have

3 http://www.free2move.se/
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Fig. 3. Electronics unit located on the backrest of the chair

A B H Z #13 #10Ca b h zca b h za b h zg
2 2 2 221 1 1 10 0 0 00...

Fig. 4. Communications protocol in ASCII. A-H are tactile sensor identifiers, Z desig-
nates battery voltage.

easier look at the values with any terminal program. At a combined sampling rate
of 10Hz for all inputs, the electronics utilizes very low data rate (3800 baud/sec.)
and at the same time still achieving a crisp performance with no noticable lag
in reaction. The theoretical maximum sampling rate with the used electronic
components and 8 sensors is 300 Hz.

3 Interaction Tests and tacTile Monitoring

In this section we demonstrate the operation of tacTiles at hand of a basic
monitoring application. The presented applications are developed in Neo/NST, a
cross-platform visual programming and rapid prototyping environment by Ritter
et al. [5]. Fig. 5 depicts the GUI for the basic controller application that shows
the sensor data as pressure profile and histogram plot (left/middle) together
with computed dipole vectors for back and seat area (right). The application
runs in real-time and allows furthermore to append recorded data vectors to a
matrix that can be stored for later processing. In the video examples shown in
the following section it can be seen that the latency is low enough to ensure
real-time operation.

4 Interactive Sonification

Sonification is the scientific method of representing data by using non-speech
sound (see [6] for a definition). Sonifications enable the listener to interpret
structures in data from the auditory patterns that correspond to patterns in
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Fig. 5. Screenshot of the real-time tacTiles Controller application showing real-time
pressure profiles (left plot), sensor sums for (back, seat, total) as (red, yellow, green)
time series in the middle, and back and seat dipole vectors on the right side.

data. For instance, rhythmical patterns or changes therein are easier detected
by listening than by visual inspection. Furthermore, listening allows eyes-free use
which is beneficial in a variety of applications, ranging from information systems
for visually impaired users to assistance systems for users (e.g. surgeons) whose
visual focus is already highly occupied.

Interactive Sonification represents a focus subfield in sonification where the
emphasis is set on how directly the interaction loop is closed between a system
and the human user [7]. For instance, if any human action leads immediately to
an acoustic change of the sonification, the user can better use the feedback to
refine his/her activity. Applications for interactive sonification are widespread,
e.g. training systems in sports [8], interactive control of physics experiments [9]
or novel sports games using the AcouMotion system [4].

The most common technique to transform a real-time data stream into sound
is by means of parameter mapping sonification, which uses actual sensor readings
to drive a set of acoustic parameters of a sound synthesizer. Parameters can for
instance be frequencies, amplitude, vibrato, pulse rate, etc, of sound events. We
demonstrate a sonification for monitoring operation of the tacTile in Sec. 6.1.

5 Data Mining on tacTile Input Patterns

With only 8 sensors as in our prototype, it is still feasible to manually adjust
a mapping. However, for higher-resolution tacTiles, it is useful to plug-in data
mining techniques to reduce the dimensionality of the sensor data stream to
a lower number of more meaningful features. We utilize principal component
analysis (PCA) for that purpose, leading to the definition of eigenpatterns (or
in case of a lay-on on chairs: eigenseats) that allow to decompose an actual
pressure profile into a superposition of uncorrelated patterns. Fig. 6 shows a plot
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Fig. 6. PCA-plot of a 1h session on a tacTile equipped office chair. Obviously there are
clusters corresponding to different activities such as typing or leaning back to relax.
(a) shows the mean activity, (b,c,d) the first 3 eigenvectors, coding negative/positive
components in red/blue.

of the first 3 PCA components of a data set from a 1h working session on the
tacTiles equipped office chair (activity: the author writing this paper), and from
the plot it is obvious that there are clusters of activity. Mapping these PCA-
driven features to sound can facilitate the auditory identification of different
characteristic states (clusters) by listening to the sonifications, compared to a
mapping of raw sensor readings to sound stream parameters.

6 tacTile Applications

This section gives some practical examples for applications that are quickly real-
ized by using tacTiles in different contexts. All applications use sonification and
thus an auditory display channel. The sonifications are computed in real-time
by using SuperCollider3, examples and videos of the interactions are provided
on the website4.

6.1 Sonification for Real-Time Monitoring of Working Styles

As a first application we demonstrate tacTiles as a lay-on for an office chair
to provide a real-time sonification of working style. As most straightforward
parameter mapping sonification, we use 8 parallel audio streams corresponding
to the 8 sensors. Each audio stream is a pulsed sequence of pitched tones in stereo
space where pulse rate, pitch, amplitude, brilliance, stereo panning and pulse
length can be controlled. We use pitch and panning to facilitate the identification
of channels, mapping the sensor y-position (along the longer dimension) to pitch
4 Website: http://www.sonification.de/publications/HermannKoiva2008-TFA



98 T. Hermann and R. Kõiva

so that higher located sensors on the chair give a higher pitched pulse sequence,
and mapping the x-position (left-right on the chair) to the corresponding location
in stereo space. This is understood intuitively and easy to learn. A continuously
playing sound track would become annoying very quickly. For this reason, we use
an activity-driven sonification, using the absolute derivative of sensor readings
as input to a leaky integrator whose sum is mapped to the amplitude of some
oscillators. In result, only sensor changes become audible and the sonification
becomes automatically silent in case the tacTiles data remains constant. The
pressure itself is mapped to the pulse rate so that sensors that experience a
higher pressure are heard as pulsing at a higher rate, similar to a Geiger counter
that ticks more frequently on higher radioactivity level. This sonification leaves
variables such as the brightness or pulse duration unused, leaving headroom for
future task-specific refinements that for instance might increase the brilliance
with variance over a time-window, etc.

Interaction example S15 shows the use of the monitoring sonification. Ob-
viously, the sonification makes sense and reflects the movements on the chair.
There is little immediate benefit from receiving such a direct auditory feedback
on the sitting style, however, the controls are useful to check proper operation of
the chair, and perhaps, if all chairs would be equipped like that in a large office
space, a sum sonification could give a nice ambient impression of work patterns.
Perhaps such sonifications might be interesting for visually impaired users to
gain a sense of activity of visitors/interlocutors.

6.2 Rapid Scanning of Working Styles

This sonification represents recorded data such as a whole working day on an
office chair equipped with tacTiles in a short time of a few seconds. This allows
to review and summarize the interaction and work pattern very quickly. In the
sonification example S2 we compress one hour of recorded tacTiles data into a
sonification of 10 seconds, allowing to perceive what overall interaction pattern
the subject has shown. Used here merely as a demonstration of the utility of
sonification to rapidly summarize large sensor data series, it may prove useful
for instance to rapidly scan sleep behavior for sleep monitoring stations where the
patients’ behavior could easily be recorded by using tacTiles as sensor mattress.

6.3 Emo-Feedback: Stay Tuned with EmoChair

In this sonification, basically an extended period of unchanging pressure profile is
being interpreted as unhealthy, portrayed by an ambient information display in-
volving sound and visuals in form of a facial feedback for the estimated degree of
’inflexibility’. Every physical activity on the chair is used to recharge a sensors’ ac-
tivity accumulator. If they fall under a threshold, increasingly motivating sound
events start and the facial expression turns into a sad emotion. Being then more
active on the chair rapidly recharges the happiness and stops the accumulator soni-
fication. Fig. 7 shows a screenshot of visuals for unbalanced sitting for an extended
5 On our website.
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Fig. 7. tacTiles in application: the emo-faces (left) communicate bad mood if the user
remains to rigid. The photo on the right side shows an interaction with tacTiles during
the sonification-induced balancing-game.

period, and balanced, active sitting with more averageactivity over a time window.
We present a video (S3 on the website) where the gradual change of sound and vi-
suals with interaction is demonstrated. Experiments to verify in how far such am-
bient information displays may help to improve the average behavior, or beyond
that, the long-term fitness of users, will be considered in the future after we have
developed both the sensing and the sonification a bit further.

6.4 Sonification-Based Cooperative Balancing

Finally, we demonstrate the use of our tacTiles prototype without modification
for an auditory cooperative balancing game. Two users rest with their feet on
the tacTiles sensor mat, facing in opposite directions. Our first game idea is to
keep a simulated boat in balance on a rough sea. The boat angle is displayed
auditorily using sonification. Both players need to cooperatively balance their
body weight in order to compensate for the external disturbance to keep the boat
balanced. Since their own activity influences the balance of the boat, they can
achieve a balancing using sound-induced body motion. The goal is to keep the
boat in balance as good as possible. As a more competitive variation we plan a
game where one user can try to shake the boat and the other player is challenged
to stabilize it as fast as possible by corrective movements. Again, the interaction
loop between the players is solely closed via interactive real-time sonification.

Games like that can help to train or develop body balance, or they finally
become a sportive entertainment for both visually impaired and sighted players.
Their eyes-free nature makes them ideal not only for visually impaired players,
but also in settings where visual displays are unsuitable.
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7 Discussion and Conclusion

In this paper we have presented tacTiles as a versatile, wireless, flexible sensor
mat to be used as sensory skin for everyday-objects such as a sofas, mattresses,
doormats, yoga mats, backpacks, etc. We have described the hardware, a control
interface allowing real-time sonification, a sonification-based ambient interface
to induce more dynamic working style on office chairs, a rapid scanning sonifica-
tion, and finally, sketched an idea towards using tacTiles as interaction platform
for sound induced motion games. The applications are in an early state yet
the examples are already a proof-of principle. tacTiles allow a straightforward,
wireless, cheap extension of passive rooms to more sensitive, ambient intelligent
smart rooms.

As interface to register the user’s activity our tacTiles as lay-on for chairs offer
the potential to enhance the sensory data of our existing Augmented-Reality-
based recording system6 to study alignment in human-human cooperation: the
dynamic pressure profiles of interacting users may reveal synchronizations of
behavior or bodily attention signals which contribute to the phenomenon of
alignment.

Beyond potential uses of tacTiles as sensorial interface, sonification offers an
ambient information display that does not bind the users’ attention to a specific
display location. We regard the combination of such audio-tacTiles as promising
for future applications ranging from the medical field over entertainment to
applications for visually impaired users.
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We thank Mrs. Höppner for sewing the outer bag of the tacTile sensor mat.
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Abstract. We present an interaction tool based on rendering distance
cues for ordering sound sources in depth. The user interface consists of
a linear position tactile sensor made by conductive material. The touch
position is mapped onto the listening position on a rectangular virtual
membrane, modeled by a bidimensional Digital Waveguide Mesh and
providing distance cues. Spatialization of sound sources in depth allows
a hierarchical display of multiple audio streams, as in auditory menus.
Besides, the similar geometries of the haptic interface and the virtual
auditory environment allow a direct mapping between the touch posi-
tion and the listening position, providing an intuitive and continuous
interaction tool for auditory navigation.

Keywords: Audio-haptic interface, auditory navigation, distance per-
ception, spatialization, digital waveguide mesh, virtual environment.

1 Introduction

1.1 The Use of Distance Information

While most research dedicated to the design of new auditory interfaces focuses on
directional spatialization of multiple sound sources [1,2,3,4,5], we propose an inter-
face based on distance information.The motivation is drivenby the ability of depth
information to provide a hierarchical relationship between objects and therefore
bring the attention of the user on the closest sound source. We believe that audi-
tory interfaces would take great advantage of the depth dimension to provide ad-
ditional information on the spatial layout of sound sources and therefore improve
the organization of the auditory scene. In 1990, Ludwig [6] already suggested that
techniques used in the music industry, such as reverberation and echo, could be
valuable to the ordering of multiple sound sources in auditory interfaces.

1.2 Auditory Distance Perception

Auditory distance cues include intensity, direct-to-reverberant energy ratio, spec-
trum and binaural cues (Refer to [7,8] for detailed reviews of distance cues). Their

A. Pirhonen and S. Brewster (Eds.): HAID 2008, LNCS 5270, pp. 102–110, 2008.
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respective contributions to distance perception may differ according to the nature
of and the familiarity with the sound source and the environment, as well as the
availability of other non-acoustical cues. In general, distance perception is much
less accurate than directional localization. Nevertheless, we are rather interested
in the perception of the relative distances between multiple sound sources, as-
suming that the user is able to discriminate the respective positions of the sound
sources. The studies of Strybel and Perrott [9] and Zahorik [10] touch upon the
human perception of distance changes by measuring the resolution of source
distance with the intensity cue and the direct-to-reverberant energy ratio cue
respectively. Both studies suggested the possibility that the aforementioned cues
represent distance changes, although the threshold of the direct-to-reverberant
energy ratio is much coarser than the threshold of the intensity cue.

1.3 Related Work

With the ability to manipulate the spatial relationships between sound sources
in depth, users may be able to focus their attention on a specific sound source
corresponding to the closest distance to him or her. This manipulation is closely
related to the technique called acoustic zooming, which accomplishes the focus
on a specific object out of a multitude of sound sources. This is generally done
by increasing the intensity of an object, for example as a function of its relative
distance to the pointer controlled by the user [11,12], or as a function of the
direction of the source compared to the user’s median plane [3,5].

Instead of manipulating directly distance cues such as the intensity, which
may also be manipulated by the user and therefore make this cue unreliable,
spatialization techniques may offer better alternatives for distance rendering. In
particular, recent studies have shown the ability of physical modeling of acoustic
propagation to simulate acoustical environments. Of interest is the study con-
ducted by Fontana and Rocchesso [13] which has underlined the effectiveness
of a Digital Waveguide Mesh (DWM) modeling a rectangular parallelepiped to
provide acoustic depth cues. Listening experiments using this model have shown
its ability to render the apparent distance of sound sources. The only drawback
of the proposed model was the high amount of computational resources required
to simulate the environment, which did not allow a realtime application.

1.4 Scope of the Paper

The goal of this work is to explore a novel interaction tool whose main proper-
ties are the auditory feedback based on distance information provided by a digital
waveguide mesh, and the direct mapping between the tactile user input and the
auditory virtual environment. This paper focuses on the concept of the tool by
describing the system, while the experimental assessment will be ulteriorly pub-
lished. The haptic user interface is presented in Sect. 2 and provides the input
listening position to the auditory spatialization process, described in Sect. 3. Pos-
sible applications of the resulting interaction tool are considered in Sect. 4.
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2 The Haptic User Interface

The user interface consists of a ribbon controller, the Infusion Systems SlideLong,
inspired by music controllers. This linear position tactile sensor has an active area
of 384× 20mm2 and gives a value depending on the position at which the touch
is made. A gamepad plays the role of sensor interface and is connected to the
USB-port of the computer. As underlined by Jensenius et. al [14], such a game
controller has the advantages of being cheap and having analog inputs which
comply to the 0-5 volt sensor outputs. Besides connecting the sensor outputs
on the motherboard is easy and the device uses the Human Interface Device
driver supported in Max/MSP, which allows to make a fast, simple and low-cost
interface sensor out of the game controller. Figure 1 shows the setup.

Fig. 1. Picture of the setup

The incoming values in Max/MSP are read by the built-in human interface
object and are scaled to float numbers between 0 and 256. Since the ribbon
has a rectangular geometry, it allows an easy analogy with the geometry of the
rectangular DWM simulating the auditory environment. Therefore, after scaling,
the incoming value from the ribbon controller directly provides the listening
position input to the computation of the auditory signals in the DWM. In this
way, a coherent mapping is performed between the touch position on the ribbon
and the position of a virtual microphone in the DWM, and by moving the finger
on the ribbon the user may explore the virtual environment where different
audio streams are being attributed different positions. Like music controllers,
this touch sensor intends to provide an interface that is intuitive to use with
immediate and coherent response to user’s gesture.
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Fig. 2. Zoom on a node which is connected to other nodes via waveguides 1, 2 and 4.
Waveguide 3 leads to a partially absorbing boundary. Triangles filled in black represent
oriented unit delays.

3 Modeling of the Audio Space

3.1 The Acoustic Environment

Our proposed virtual acoustic environment consists of a rectilinear two-dimen-
sional mesh whose digital waveguides simulate acoustic wave transmission between
each internal junction. Each waveguide models the wave decomposition of a pres-
sure signal p into its wave components p+ and p−, and each lossless node scatters 4
input signals coming from orthogonaldirections, p+

1 , ..., p+
4 into corresponding out-

put signals p−1 , ..., p−4 (see Fig. 2). The properties of the wall materials contribute
to the acoustics of a 3D space. This is also the case for a bidimensional acoustic
environment since horizontal waves interact with the surface boundaries. Reflec-
tions from the boundaries are modeled by Digital Waveguide Filters (DWF),
whose coefficients have been tuned to model specific reflective properties of real
surfaces [15]. Finally, the number of nodes can be converted into the correspond-
ing membrane dimensions once the speed of sound and the sampling frequency
of the simulation have been determined. The model has been implemented in
Max/MSP as an external object for realtime simulations.

3.2 Acoustical Properties of the Membrane

In order to investigate the auditory distance cues inside the virtual environ-
ment, the mesh dimensions are chosen to be 81 × 5 nodes, which correspond to
89.1×4.4cm2, and impulse responses are computed at different distances on the
membrane. The sound source is assumed to be point-wise and is located at the
second node near one of the mesh widths. Measurements of impulse responses
are carried out at diverse nodes on the y-axis of the membrane. Refer to Fig. 3
for the source and measurement positions.

Simulations of the listening environment was carried out in Matlab. Figure 4
shows the frequency responses up to 5 kHz, measured respectively at 12.1 cm
and 72.6 cm.

Overall Intensity Level. Figure 5 shows the variation of the total energy with
distance. By comparing with the energy decrease in open space, characterized by a
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Fig. 3. The virtual membrane showing the measurement distances from the sound
source position. All sizes are in centimeters.

Fig. 4. Frequency responses up to 5 kHz on the membrane. Top: 12.1 cm. Bottom:
72.6 cm.
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Fig. 5. Average magnitude of the impulse response as a function of distance. Solid
line: 2D mesh. Dashed line: Reference open space.

reduction of 6 dB per distance doubling [16], it can be seen that the overall intensity
on the membrane decreases significantly less. This behavior allows to hear even the
farthest sound sources at any location on the membrane. In addition, the volume
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can be manipulated by users, which might make the intensity cue unreliable for
judging distance. Another reason for limitating the intensity cue for distance judg-
ment is that the level of direct sound varies both with distance and with the energy
emitted from the sound source, so that the listener needs some a priori knowledge
about the sound source level in order to evaluate its egocentric distance.

Direct-to-Reverberant Energy Ratio. The virtual acoustic space we have
designed aims at rendering depth information mainly thanks to the direct-to-
reverberant energy ratio cue. For each impulse response, the delay of the direct
sound is deduced from the distance between the sound source and the listening
point, and is then removed from the impulse response. Afterwards the direct
energy is integrated among the first 2.5ms of the delay-free impulse responses,
which approximates the duration of Head Related Impulse Responses measured
in anechoic conditions and therefore captures the direct path of the sound signal
[17]. Finally, the reverberant energy is calculated from the tail of the delay-
free impulse responses. Figure 6 shows the values of the direct-to-reverberant
energy ratios for different distances on the mesh. For comparison the direct-to-
reverberant energy ratio v was computed for a natural environment, modeled by
Zahorik with the function v = −3.64 log2(r) + 10.76 [10]. The two curves follow
the same trajectory, suggesting that the direct-to-reverberant energy ratio in the
virtual environment follows a natural behavior. Moreover, the values of the ratios
are much lower in the 2D mesh than in the natural auditory space, which means
that the amount of reverberation is exaggerated in the virtual environment.

The other known auditory distance cues, namely the Interaural Level Dif-
ference (ILD) and the spectrum, are not provided by the present model. This
is motivated by their relatively weak contribution to distance perception. First
ILDs, which arise due to intensity differences between the two ears, are null on the
median plane and therefore will not provide any distance information for sound
sources directly in front or behind the listener [18] as it is the case in our virtual
environment. About the spectrum changes due to the air attenuation of high
frequencies, they occur for very large distances (superior to 15m) which lie be-
yond the available length of the mesh. As a result, the only pieces of information
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Fig. 6. Direct-to-reverberant energy ratio as a function of distance. Solid Line: 2D
mesh. Dashed line: Approximation of a natural environment.
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about the distance of a sound source in the mesh are the intensity and mostly
the direct-to-reverberant energy ratio.

4 Applications

The audio-haptic interface presented in this paper allows navigation among mul-
tiple sound sources based on distance information. The continuous interaction
is performed by a direct mapping between the position of the user’s finger on
the ribbon and the position of a virtual microphone in the mesh. In particular
a hierarchical ordering of the audio data set is provided by the relative distance
information of each audio item.

An auditory linear menu may originate from spatialization of auditory menu
items in the DWM associated to carefully designed sonifications of the menu
items, such as earcons, auditory icons, speech or spearcons. Without any spa-
tialization layer it was shown that multiple concurrently presented earcons jeop-
ardize the identification of the menu items [19]. On the contrary, using the human
ability to localize sound sources in space may offer benefits to multi-stream ren-
dering for identification tasks. In their study, Pitt and Edwards [12] showed that
a linear menu with 2 to 8 sounds presented simultaneously and panned between
the left and right channel produced a fastest average search time compared to the
condition where only the sound associated to the pointer’s position was played
at a time. They also suggested that the task was more natural with concurrently
presented sound sources, similar to identification of sound sources in real life
situations.

Obviously the proposed auditory interface may also be used for audio brows-
ing. The Sonic Browser developed by Fernström and Brazil [5] is a representative
example of such an audio application. The spatial location of sound sources is
rendered by stereo panning, i.e. loudness difference between the left and right
channel. Further assistance to sound localization is given by a function that
defines the range of perception, called aura. More precisely, it allows to get a
finer discrimination between adjacent sound sources, acting like a zoom, in ad-
dition the radius of the aura is controllable by the user. The evaluation of the
prototype [20] showed that simultaneous rendering of multiple stereo-spatialized
sound sources allowed to complete the task faster than single-stream rendering.
This result gives support to the use of our proposed auditory interface for audio
browsing, where the length of the DWM would correspond to the size of the
aura. In this way, the mesh would play the role of an acoustic lens rendering
a few sound sources as a function of their distance to the user’s finger on the
ribbon, while another slider could be used for moving the acoustic lens along
the whole set of audio files. The existence of two levels of resolution was al-
ready proposed [11] as a technique to avoid cacophony by limiting the number
of concurrent sound sources and as a consequence speed up the completion of
the user’s task.
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5 Conclusion and Future Work

We have proposed a tool for designing auditory interfaces based on spatializa-
tion of audio data in depth. The virtual environment rendering distance cues
of sound sources is modeled by a rectilinear Digital Waveguide Mesh and has
been implemented as an external in Max/MSP. Associated with a rectangular
ribbon playing the role of a tactile input to the interface, this coherent tool may
offer new opportunities for designing auditory interfaces. Future work consists in
developing applications using this audio-haptic interface concept. In particular,
a user study of audio browsing is planned in the near future.

Among the numerous issues raised by the tool presented in this paper, the
nature and the number of sound sources to be displayed in the mesh need to
be properly chosen. In addition to hardware and software restrictions about
the length of the DWM, a compromise must be found between the confusion
that may arise from too many sound sources rendered simultaneously, and the
navigation efficiency.
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Abstract. Research on rhythm perception has mostly been focused on the audi-
tory and visual modalities. Previous studies have shown that the auditory mo-
dality dominates rhythm perception. Rhythms can also be perceived through the 
tactile senses, for example, as vibrations, but only few studies exist. We inves-
tigated unimodal and crossmodal rhythm perception with auditory, tactile, and 
visual modalities. Pairs of rhythm patterns were presented to the subject who 
made a same-different judgment. We used all possible combinations of the 
three modalities. The results showed that the unimodal auditory condition had 
the highest rate (79.2%) of correct responses. The unimodal tactile condition 
(75.0%) and the auditory-tactile condition (74.2%) were close. The average rate 
remained under 61.7% when the visual modality was involved. The results con-
firmed that auditory and tactile modalities are suitable for presenting rhythmic 
information, and they are also preferred by the users. 

Keywords: Crossmodal interaction, auditory interaction, tactile interaction, 
visual interaction, rhythm perception. 

1   Introduction 

Rhythms are most commonly perceived from auditory stimulation such as hearing 
music. Rhythms and temporal patterns can, however, also be provided through other 
sensory modalities, like vision and touch. Perception and recognition of rhythms has 
been studied extensively using auditory and visual stimuli. The results of several 
studies [5,6,7] show that auditory rhythms are recognized and reproduced more accu-
rately than visual rhythms.  

It has been shown that performance in rhythm comparison tasks using auditory 
rhythmic stimuli is frequently superior to that in tasks using visual rhythmic stimuli 
[4]. Glenberg et al. [6] showed through a series of experiments that the auditory supe-
riority is not due to the alerting nature of auditory stimuli, people’s greater experience 
with auditory rhythms, or specific response requirements in rhythm reproduction tasks. 
Glenberg and Jona [5] were able to diminish the auditory advantage when chunking of 
the beats was disturbed or long beat durations were used. Collier and Logan [4] 
showed that when comparing the rhythms at fast presentation rates, mixed modality 
rhythm pairs were as difficult as or more difficult than the pure visual rhythm pairs. At 
slower presentation rates, the recognition rate of the mixed modality rhythms was 
between the rates obtained in the unimodal visual and auditory conditions. 
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Rhythm perception through the tactile modality has largely been left uninvestigated. 
As touch is a cutaneous sense tactile information is perceived via skin. Perceiving 
rhythms through the sense of touch is natural. Sounds are based on similar waves as 
vibrotactile effects. People can, for example, feel loud music also as tactile vibrations. In 
user interfaces, vibrotactile rhythmic patterns can be used to present information to the 
user. For example, tactile icons can be used to communicate messages non-visually [1].  

Tactile stimuli can provide an extension to the interaction channels between com-
puters and visually or hearing impaired users. Vibrotactile stimuli could be used, for 
example, to give hearing impaired users information about events and states of a mes-
saging device. With blind users, the auditory information channel can easily become 
overloaded if it is the only sensory modality used for giving feedback to the user. Thus, 
the use of vibrotactile stimuli could lower the pressure on the auditory information 
channel. The use of tactile rhythms can also support people with no sensory impair-
ments, for example, in mobile devices, wearable computing, and learning tools [1,8]. 

Tactile rhythms have not been widely utilized in user interfaces, but some proto-
type applications have been developed. Tactons, or tactile icons, can be used to com-
municate complex concepts in desktop computers, in mobile and in wearable devices, 
and applications for visually impaired users [1]. Vibrotactile rhythms have been 
shown to be an effective parameter in Tactons. Brown et al. [3] evaluated a set of 
Tactons using three values of roughness and three different rhythms. They found an 
overall recognition rate of 71%, and recognition rate of 93% for rhythm. Vibrotactile 
effects have been successfully used to present progress information in desktop hu-
man-computer interfaces [2]. Vibrotactile rhythms have also been utilized in learning 
tools. The T-RHYTHM system, a rhythm instruction tool for school children, pro-
vides a child with rhythm patterns through the tactile senses. The results showed that 
the participants performed better when the rhythm example was given with the T-
RHYTHM system than after hearing the melody played through a speaker. The sys-
tem supports individual learners in playing instruments or singing, in solo or ensem-
ble situations [8]. Kosonen and Raisamo [7] studied auditory, visual and tactile 
rhythm recognition in rhythm reproduction tasks. The results showed that the auditory 
modality dominated the tactile and visual modalities. Performance with the tactile 
modality was better than with the visual modality. 

Crossmodal information presentation refers to a special kind of multimodal interac-
tion where information is presented through a different sensory modality than normally 
expected. Crossmodal perception refers to human perception through this exceptional 
modality. This kind of presentation of information is useful in situations where one of 
the senses is temporally unavailable, such as in a noisy environment or when a person 
is moving and cannot look at the device. Crossmodal presentation is sometimes the 
only way to present information, such as pictures, for disabled people. For example, 
visually impaired people can investigate pictures through sonification and haptic pres-
entation. 

Our goal was to acquire basic knowledge about unimodal and crossmodal compari-
sons of visual, auditory, and tactile rhythms. We used pairs of the same and different 
rhythm patterns that were presented to the user. In rhythm presentation, we used all 
possible combinations of auditory, visual, and tactile modalities, which resulted in 
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three same-modality conditions and six crossmodality conditions. We also varied the 
rhythm length within each condition. 

The main research question was the following: how accurately are same-different 
judgments of rhythms made when the rhythms are presented with different combina-
tions of the visual, auditory, and tactile modalities? In addition, we collected users’ 
opinions about the rhythms presented through different modalities. 

2   The Experiment 

2.1   Experimental Tasks 

An experimental paradigm introduced by Collier & Logan [4] was used. The proce-
dure consisted of trials where two rhythms were presented to the subject sequentially, 
separated by a short interstimulus interval (ISI). In a half of the trials, the rhythms 
were identical, and in half they were different. In each trial, the subject had to decide 
whether the rhythms were the same or different. The modality conditions used were 
the following: auditory-auditory (AA), tactile-tactile (TT), visual-visual (VV), audi-
tory-tactile (AT), tactile-auditory (TA), auditory-visual (AV), visual-auditory (VA), 
tactile-visual (TV), and visual-tactile (VT). 

2.2   Subjects 

Twelve adults participated in the experiment (four women, eight men). Their ages 
ranged from 25 to 43 years (mean 30.4 yrs, median 29.5 yrs). Almost all subjects (11) 
had some experience with haptic devices. 

2.3   Stimuli 

Each rhythm consisted of five or six beats delimited by a 300-millisecond interval. 
We decided to use three beat lengths that were formed with the ratio 1:2:3, or 125, 
250, and 375 milliseconds. For the same-pattern trials, the rhythmic pattern was pre-
sented two times in succession. For the different-pattern trials, the second pattern was 
altered by changing one or two elements. The rhythmic patterns used with all modal-
ity conditions are displayed in Table 1. There were 10 same-pattern trials and 10  
different-pattern trials within each modality condition. Overall, there were 180 ex-
perimental trials. The patterns that had five beats ranged in duration from 2200 to 
2575 ms, and the patterns that had six beats ranged from 2625 to 3125 ms. Mean trial 
duration was 5669 ms. 

The tests were run in a usability laboratory using a standard PC computer. The 
auditory stimuli were played through in-ear headphones using pulses of white noise 
delimited by a 300-millisecond ISI. The tactile stimuli were created with a Logitech 
iFeel vibrotactile mouse with its vibration magnitude set in the maximum. The fre-
quency of the vibration was 58.82 Hz. The selection of these parameters was based on 
user preferences in a study that investigated detection thresholds in frequency and 
magnitude of mouse and trackball vibration [10]. The visual stimuli were displayed  
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Table 1. The rhythmic patterns used in the experiment  

The first pattern  
(the second pattern in 
same-pattern trials) 

The second pattern in 
different-pattern trials 

5 beats 6 beats 5 beats 6 beats 

SMSLM MSSMLS SLMLM MMSMLL 

LMSSL LSLSSM LMSSM MSMSSM 

SSMSL SSSLML SMMSM SSMLMS 

MMSLS LMMLSS SMSLS LLSLSS 

MLSMS MMSLSS MSSMM MSSLMS 

SMLLS LSMSMM SMLMS LMMSSM 

                L=long beat, M=medium beat, S=short beat 

on a computer screen with a square object that appeared and disappeared in the pace 
of the rhythm. The subject wore hearing protectors to mask the sound of the vibrotac-
tile mouse. 

2.4   Design 

There were two within-subjects factors in the experiment: modality condition (AA, 
TT, VV, AT, TA, AV, VA, TV, and VT) and rhythm length (five and six beats). The 
presentation order of the modality blocks and the trials within each block were ran-
domized separately for each subject. 

2.5   Procedure 

Before the experiment session, the subject was given instructions and he or she com-
pleted five practice trials. Then the subject could begin the 180 experimental trials. 
The researcher was present in the room during the session. 

On each trial, the subject was presented with two rhythmic patterns separated by a 
300-millisecond break. After both stimuli had been presented, two buttons labeled as 
the same and different were displayed on the screen. The subject was instructed to 
click one of the buttons. After each response, the next trial was immediately initiated. 

Each session took about 30 minutes. The subject was allowed to take two short 
breaks during the session. After completing all the tasks, the subject filled in a ques-
tionnaire where he or she was asked to evaluate his or her effort, performance level, 
mental demand, frustration level, and preference for the modalities using a scale of  
1-20 (NASA TLX [9]). After that, the subject was interviewed in more detail. 
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2.6   Data Analysis 

Within-subject repeated measures analysis of variance (ANOVA) was used for statis-
tical analysis. If the sphericity assumption of the data was violated, Greenhouse-
Geisser corrected degrees of freedom were used to validate the F statistic. Pairwise 
Bonferroni corrected t-tests were used for post hoc tests. 

3   Results 

3.1   The Effect of Modality Conditions 

The overall proportion of correct responses in distinguishing the rhythms as the same 
or different was 66.8 %. The mean percentages of correct responses and standard 
error of the means (S.E.M.) are presented in Figure 1. 
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Fig. 1. Mean percentages of correct responses and S.E.M. in distinguishing sequential rhythms 
as the same or different 

For the percentages of correct responses, a two-way 9 × 2 (modality condition × 
rhythm length) ANOVA showed a statistically significant main effect of the modality 
condition (F(8, 88) = 6.7, p < 0.001). The main effect of the rhythm length and the 
interaction of the main effects were not statistically significant. Post hoc pairwise 
comparisons showed that subjects distinguished rhythms in AA modality condition 
significantly more accurately than in VA (MD = 17.5, p < 0.05) and TV (MD = 17.9, 
p < 0.05) modality condition. The other pairwise comparisons were not statistically 
significant, although the differences between AA and VV (MD = 17.9, p = 0.083) and 
between AA and AV (MD = 18.3, p = 0.061) modality conditions approached signifi-
cance. 



116 M. Jokiniemi et al. 

3.2   Subjective Ratings 

For the ratings of the mental demand (see Figure 2), a one-way ANOVA showed a 
statistically significant effect of the modality (F(2, 22) = 24.1, p < 0.001). Post hoc 
pairwise comparisons showed that subjects evaluated the auditory modality as signifi-
cantly less mentally demanding than the tactile (MD = -4.3, p < 0.05) and the visual 
(MD = -8.9, p < 0.001) modality. Tactile modality was evaluated as significantly less 
mentally demanding when compared to the visual modality (MD = -4.6, p < 0.05). 

For the ratings of the frustration (see Figure 3), a one-way ANOVA showed a sta-
tistically significant effect of the modality (F(2, 22) = 17.1, p < 0.001). Post hoc pair-
wise comparisons showed that subjects evaluated the visual modality as significantly  
 

1
2
3
4
5
6
7
8
9

10
11
12
13
14
15
16
17
18
19
20

Auditory Tactile Visual

M
ea

n 
ra

tin
gs

 fo
r 

m
en

ta
l d

em
an

d 
(1

-2
0)

 

Fig. 2. Mean ratings and S.E.M. for mental demand of the modalities 
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Fig. 3. Mean ratings and S.E.M. for frustration of the modalities 
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Fig. 4. Mean ratings and S.E.M. for preference of the modalities 

more frustrating than the auditory (MD = 8.0, p ≤ 0.001) and the tactile (MD = 5.1, 
 p < 0.01) modality. The difference between auditory and tactile modality was not 
statistically significant. 

For the ratings of the preference (see Figure 4), a one-way ANOVA showed a statis-
tically significant effect of the modality (F(2, 22) = 20.7, p < 0.001). Post hoc pairwise 
comparisons showed that subjects evaluated the tactile modality as significantly more 
preferable than the visual modality (MD = 8.3, p < 0.001). Also the auditory modality 
was evaluated as significantly more preferable when compared to the visual modality 
(MD = 7.0, p < 0.01). The difference between tactile and auditory modality was not 
statistically significant. 

Almost all subjects had negative comments on the visual rhythms. They com-
mented that the visual modality was the most difficult one, that the visual rhythms 
evoked negative emotions, or that it is not a natural way to perceive rhythms. All 
subjects said that the VV condition was the hardest or one of the hardest conditions in 
the experiment. Most subjects (10 of 12) thought that the AA condition was the easi-
est. One subject felt that the TT condition was the easiest, and another that the AT 
was the easiest. Some subjects indicated that their strategy was to convert the tactile 
rhythms, and sometimes also the visual rhythms, into sound. None of the subjects had 
heard the sound related to tactile mouse vibration through the hearing protectors. 

4   Discussion and Summary 

The auditory superiority over the visual modality in rhythm perception has been dem-
onstrated in several studies [2,3,4]. Our results confirm that the visual modality is the 
least suitable for presenting and accurately perceiving rhythmic information. Our 
contribution was to add the tactile modality and the related crossmodal combinations 
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in the experiment. Our results coincide with those of Collier and Logan [4] who 
showed that at fast presentation rates, auditory-visual and visual-auditory rhythm 
pairs were as difficult as or more difficult than unimodal visual pairs. In our experi-
ment, all the crossmodal rhythm pairs involving the visual modality were as hard to 
recognize as the unimodal visual pairs. The tactile modality performed in rates closely 
to the auditory modality in unimodal TT and crossmodal AT conditions. Crossmodal 
transformation from audio to tactile was easier than from tactile to audio. 

The results of subjective opinion questionnaires showed that the users clearly ex-
perienced differences in mental demand and frustration among the modalities and 
reported preferences among different modalities. For mental demand and frustration, 
the auditory modality was experienced as the least demanding modality. The visual 
modality was ranked as the most demanding modality, and the tactile modality was in 
between them. The subjects preferred the tactile modality over the auditory, but the 
difference wasn’t statistically significant, so they can be considered to be equally 
preferred. These results are encouraging for the use of the tactile sense in rhythmic 
interaction. The results also clearly show that the users didn’t like the visual rhythms.  

In the future, research is needed on the information processing limits in unimodal 
and crossmodal rhythm perception. Comparisons need to be made using different 
tempos and rhythm lengths with all the three modalities and varying other parameters 
in rhythm presentation (e.g. the type of sound or frequency of vibration). These re-
sults can be applied for users with special needs such as for visually impaired people.  
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Abstract. Scraping a surface with the finger tip is a multimodal event. We ob-
tain information about the texture, i.e. roughness of the surface, at least through 
three different sensory channels, i.e. auditory, tactile and visual. People are 
highly skilled in using touch-produced sounds to identify texture properties. 
Sound pressure level, modulation frequency and pitch of the touch-induced 
scraping sounds are the important psychoacoustical determinants of the texture 
roughness perception. In this study, psychophysical experiments were con-
ducted to investigate what are the relative contributions of the auditory and tac-
tile sensory modalities to the multimodal (audiotactile) roughness percept?, 
what are the effects of the perceptual discrepancy between the modalities on the 
multimodal roughness judgment and how different modulation frequency and 
loudness conditions affect the subjects’ roughness perception.  

Keywords: Multimodal interaction, roughness, texture perception, auditory, 
haptic. 

1   Introduction 

Texture perception is an important exploration mechanism of humans to identify 
objects and their properties. For example, in our daily life texture information is use-
ful to evaluate the quality of clothes, in the field of medicine, doctors use it to investi-
gate the abnormalities of tissue in a patient.  

Roughness of the surfaces is the most important physical and perceptual determi-
nant of texture perception. Therefore most studies related to human response to tex-
tures were concentrated upon the investigation of roughness perception. The physical 
roughness of any surface can be defined as the height of the surface along a line 
across the surface. The most common and general measures of roughness are the 
average roughness (Ra), which is the area between the texture profile and its mean 
line, or the integral of the absolute value of the roughness profile height over the 
evaluation length, and root mean square roughness (Rq). Aside from the average 
roughness or the root-mean-square roughness, some other measures are used to define 
roughness of the particular surfaces. For example the grit numbers of the sandpaper is 
a measure of their physical roughness. It is a reference to the number of abrasive 
particles per inch of sandpaper. The lower the grit-number, the rougher the sandpaper 
and visa versa.  
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SURFACE TEXTURE 

   Raised dots Grooved surfaces 
(gratings) 

 

Fig. 1. Categorization of the textures for the psychophysical studies 

Realistic texture profiles are mostly non-linear and randomly characterized, there-
fore, to eliminate the difficulties (analysis) and to control the conditions, in most psy-
chophysical studies (i.e. linear) surfaces were used. Regarding the psychophysical 
studies on the roughness perception, textures can be categorized and simplified into 
two different stimulus-categories: raised dots, e.g. abrasive surfaces such as sandpaper 
etc. and grooved surfaces, e.g. grammophone plaque (Figure 1). 

In this study, the grooved surfaces were selected as stimuli. During the fingertip 
scraping across the surface of the grooved wood, the ridges experience the force which 
is applied by the fingertip and their movement is transmitted to the block. The vibrations 
of the wooden block and the ridges are the predominant sources of the noise. This noise 
is modulated by the contact of the fingertip with the ridges. The frequency of the modu-
lation is proportional to the ridge number and the scraping velocity and can be described 
as follows; 

fr1 = ν r / L (1) 

where r is the total ridge number, L is the length of the block and ν is the scraping 
velocity.  

1.1   Multimodal Roughness Perception 

People are capable of evaluating the roughness of surfaces moved across their finger-
tips. The investigation of the relationship between physical-roughness-descriptors and 
roughness perception is an interesting research topic for virtual-environment design-
ers who want to mimic different textures in their environment.  

In a study by Lederman [4], congruent auditory and tactile texture information was 
presented to the subjects and they were asked for the roughness of the surfaces. She 
found that, if tactile and auditory sources of information are available, subjects tend to 
use tactile cues to judge surface roughness. This result indicates that tactile texture 
cues completely dominate the auditory cues in determining texture perception. Her 
explanation for this result is that in daily life sound cues, which are generated by 
touching the texture of a surface, are masked by background noises due to their low 
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level. Therefore, our attention is directed to the tactile modality. This argument was 
somehow confirmed in another study by Lederman et al. [7]. They experimentally 
assessed the relative contributions of tactile and auditory information to bimodal 
judgments of surface roughness using a rigid probe. The sounds generated due to 
contact between a rigid probe and a rigid surface are louder than those generated by 
bare finger. Their results indicated that when a subject explores the surfaces by a rigid 
probe, she/he uses both tactile and auditory information to make their estimates. 

Under certain conditions, auditory cues which are generated by bare finger can also 
influence tactile roughness judgments [3]. Jousmäki and Hari have named this effect 
as “parchment-skin illusion”. In their experiment, subjects have rubbed their hands 
together and listened simultaneously to modified sounds as generated by rubbing. 
After the stimuli presentation, they were asked to rate roughness and moistness of the 
palmar skin of their hands. The results showed that when overall sound pressure level 
increased (20 dB or 40 dB), or when the frequency components within the frequency 
range of 2-20 kHz were amplified, subjects have felt smoother and dryer. If the sound 
pressure level decreased, they felt rougher and moister. Later on Guest et al. [2] has 
demonstrated that the same effect is valid for the sandpaper stimulus also. 

1.2   The Objectives of the Present Study 

The studies of Jousmäki and Haki [3] and Guest et al. [2] indicate that under certain 
conditions, auditory and tactile information can interact by determining the roughness 
of the textures. Increasing loudness can result in a decrease in perceived roughness. 
From the view of a virtual environment designer, the following question arises: If 
loudness can play such a role on the multimodal roughness perception, what can be 
the influence of auditory modulation frequency (fundamental frequency related ridge 
number) on the multimodal roughness perception. 

Perceiving the texture of a surface by touching it (scraping with the fingertips) is a 
multimodal task in which information from auditory, tactile and visual sensory chan-
nels are available. What are the relative contributions of the various systems (tactile, 
auditory, visual) on the multimodal percept, how does incongruent sensory informa-
tion interact and how can the combination of multimodal output of information be 
designed better? 

In order to achieve these aims, experiments with unimodal and multimodal stimu-
lus presentations were conducted and, especially, the effects of the perceptual dis-
crepancy between the auditory and the tactile sensory modalities on the multi-sensory 
roughness judgment were investigated. 

2   Experiments 

The aim of the first experiment was to investigate the relative contributions of the 
auditory and tactile information on the bimodal judgments if sound pressure levels are 
10 dB higher than physically accurate. Taking into account the statement of Leder-
man[4] which is “In daily life sound cues, which are generated by touching the tex-
ture of a surface, are masked by background noises due to their low level. Therefore 
tactile texture cues completely dominate the auditory cues in determining texture 
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perception”, the sound pressure levels of the auditory stimuli were amplified 10 dB as 
compared to the physically accurate value. The second experiment was conducted to 
investigate the influence of the modulation frequency information on the tactile 
roughness judgments. 

2.1   Auditotactile Roughness Perception and Relative Contributions of  
        the Auditory and Tactile Systems 

Subjects 

Ten subjects, four men and six women, aged between 22 and 29 years, participated in 
this experiment. The subjects were undergraduate students and paid on an hourly 
basis. All subjects were right handed, with no known heart and hand disorders and 
they used their right hand for the experiment. All subjects had self-reported normal 
hearing. 

Experimental Set-Up 

By representing the tactile texture information, electro-tactile stimulation technique was 
selected according to its advantages. Its operation doesn’t cause any noise, this makes it 
especially suitable for auditory-tactile virtual environment applications. Self-adhesive 
electrodes were used to excite the user’s fingertip. Current magnitude (mA) and pulse 
frequency (Hz) of the electrotactile stimulus are the parameters which allow to represent 
the texture profiles for different roughnesses. (Detailed information see [1]).  

The auditory stimulus was presented from a PC. It was amplified and delivered 
diotically through Sennheiser HDA 200 closed-face dynamic headphones. The ex-
periments were conducted in a sound-attenuated room. In order to control auditory 
attributes of the scraping sounds, they were synthesized in a computer environment. 

Stimuli and Procedure 

The stimuli were tactile information and sounds such as those generated by touching 
rectangular wood pieces, 14 x 4 x 1.5 cm, each with a set of linear grooves (0.25, 0.5, 
0.75, 1.00, 1.50 mm) and constant 1.00 mm ridge width.  

The virtual textures were presented and roughness was estimated using an absolute 
estimation method [9]. The subjects task was to report the degree of perceived rough-
ness using numbers. For the first stimulus, they were asked to assign any positive, 
non-zero number (decimal, fraction or whole-number) that they think to be appropri-
ate. For the next stimulus, they were required try to give an appropriate number in 
relation to the previous stimulus (rational). In other words if the texture feels 2 times 
as rough as the previous stimulus, they should assign a number which is two times the 
number which they had assigned to the previous stimulus, e.g. if they assigned the 
number 5 for the previous stimulus, they should now assign 10. The subjects were 
asked not to worry about being consistent. 

In the training phase, which took about 15 minutes, firstly all participants were pre-
sented with different stimulus combinations from across the full stimulus range, and 
then they were familiarized with the magnitude-estimation procedure using six different  
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stimulus combinations. To prevent participants devising a fixed response range, they 
were informed that they might experience rougher or smoother stimuli in the actual 
experiment than in the training (as in [6]). In the actual experiment, each stimulus was 
presented in random order and four times. 

Results 

Roughness judgments for the conditions: auditory only, tactile only and auditory and 
tactile together are shown in Figure 2 as a function of the log groove width.  

The data points represent log magnitude estimates and are based on 100 responses. 
To eliminate the influence of the choosen numerical scale (which could be freely 
selected by the subjects), the resulting mean magnitude estimates (each computed 
from participant’s ten magnitude estimates) were subsequently normalized by divid-
ing each score by the individual participant mean, then multiplying it by ten. Re-
sponses are normalized to the value 10 for 0.25 mm groove width. 

Dependent t-tests of the means show that all three conditions differed significantly 
(auditory only – tactile only: t(9) = -5.64, p<0.05; tactile only – audiotactile: t(9) = 
6.74, p<0.05; auditory only – audiotactile: t(9) = -5.85, p<0.05). 

To calculate a measure of the relative contributions of tactile and audition condi-
tions to the bimodal (auditory & tactile) estimates, a technique, which is proposed by 
[7] for the multi-sensory perception of the surface roughness, was used. This statistic, 
which indicates the percent weighting of the tactile information in the bimodal judg-
ments, was calculated related to the distances between three different conditions: 
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Fig. 2. Perceived roughness as a function of groove width and sensory mode of the judgment 
(audio, tactile, audiotactile). The data are averaged across subjects.  
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(2) 

The relative weighting of the tactile only condition is approximately 60% and the 
relative weighting of auditory only condition is approximately 40%. 

Discussion 

In all three conditions, subjects could judge the roughness of wooden plates for vary-
ing groove width. Perceived roughness increases with increasing groove width. In all 
three conditions the roughness estimates differed from each other. 

The slope of the auditory only condition shows slower acceleration as seen in the 
other conditions. This result is in line with the results of Lederman [4]. In the tactile 
only condition, the roughness estimates are higher than in the auditory-only and audi-
tory-and-tactile-together conditions.  

The curve of the auditory-tactile roughness judgments and the results of the rela-
tive weightings show that the subjects take into account both tactile and auditory 
information. These result do not agree with the results of the Lederman [4], who 
found that touch based auditory cues do not play any role on the bimodal judgments. 
Recall that she has argued that low-level sound cues are frequently masked by the 
general background noise in many everyday situations. One of the reasons for the 
difference between the results of the present study and the results of Lederman [4] 
could be that in the present study all sound-pressure-levels are 10 dB above the physi-
cally accurate value and this amplification results an increase of the contribution of 
the auditory information on the bimodal judgments. The results of Lederman et al. [7] 
on the assessment of bimodal roughness judgments using a rigid probe confirm this 
argument. With rigid contact between surface and end effector, the amplitude of the 
accompanying sounds is usually considerably greater and their results show that the 
subjects used not only tactile information, but also auditory information on the bi-
modal judgments. These results also confirm the results of the Jousmäki and Hari [3], 
and Guest et al. [2] that under certain conditions auditory cues which are generated by 
the bare finger can also influence tactile roughness judgments. 

2.2   Influence of Modulation Frequency on Roughness Perception 

The aim of this experiment was to investigate the role of the modulation-frequency 
information on the tactile-roughness judgments. Subjects, set-up and procedure were the 
same as in the first experiment. In this experiment, some congruent (modulation fre-
quency and tactile frequency) and incongruent stimuli (Table 1) pairs were presented. 

Similarly to other experiments, the absolute-magnitude-estimation method was 
used in this experiment. The subject’s task was to report how rough they felt by as-
signing numbers regarding the roughness of the tactile stimulus. They were specifi-
cally instructed to ignore the touch sounds they heard, and to base their judgments 
only on tactile information. 
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Table 1. Stimuli list of the experiment 

Stimuli 
Number 

Auditory Stimulus Tactile Stimulus 

1 0.25 mm groove width (mod. freq. 112 Hz) 0.5 mm groove width 
2 0.5 mm groove width (mod. freq. 94 Hz) 0.5 mm groove width 
3 1 mm groove width (mod. freq. 70 Hz) 0.5 mm groove width 
4 0.25 mm groove width (mod. freq. 112 Hz) 0.75 mm groove width 
5 0.75 mm groove width (mod. freq. 80 Hz) 0.75 mm groove width 
6 1.5 mm groove width (mod. freq. 56 Hz) 0.75 mm groove width 
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Fig. 3. Perceived roughness of the stimuli 1, 2, 3 (see Table 1). The data are averaged across 
subjects. 

Results 

The roughness estimates (and SE’s) for the stimulus numbers 1, 2, and 3, as a function 
of the auditory modulation frequency (groove width) are shown in Figure 3. Figure 4 
shows the data for the stimulus numbers 4, 5, and 6, as a function of auditory modula-
tion frequency. The data points represent geometrical means of the 100 responses. 

Discussion 

The results show that in incongruent stimuli presentations, the auditory modulation 
frequency can alter the tactile information. Decreasing modulation frequency results 
in an increase in perceived tactile roughness, even though tactile information is  
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Fig. 4. Perceived roughness of the stimuli 4, 5, 6 (see Table 1). The data are averaged across 
subjects. 

smoother than the auditory information. This effect is also observable for the increas-
ing-modulation-frequency condition. Here the increasing modulation frequency  
results in a decrease of the roughness estimate, even though tactile channel indicates 
that it is rougher. The effect can be seen very clearly for the stimulus numbers 4, 5 
and 6, but less clear for the stimulus numbers 1, 2, and 3. One reason may be that the 
small difference between 0.5 mm and 0.25 mm groove width is not enough to alter the 
tactile information. 

3   General Discussion and Conclusions 

Texture perception of a surface by touch is a complex, multimodal process, and it is 
difficult to simulate realistic multimodal textures using virtual-reality displays. Gen-
eration of multimodal textures for virtual reality applications also requires knowledge 
about the nature of the realistic and virtual textures. In this study, the design of mul-
timodal textures for virtual-reality applications was discussed by investigating unimo-
dal and multimodal (auditory-tactile) roughness-perception issues.  

The results of the multimodal roughness judgment experiment show that subjects 
take both tactile information and auditory information into account in their bimodal 
judgments. The auditory modality (40 % weighting in the bimodal judgments) is 
nearly as informative regarding the roughness of the textures as the tactile modality is 
(60 % weighting in the bimodal judgments). Auditory attributes, e.g. modulation 
frequency and loudness, can alter significantly the tactile-roughness-perception in 
bimodal stimulus presentation conditions, if they are incongruent with the tactile  
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information. Decreasing modulation frequency results in an increase in the perceived 
tactile roughness as in some conditions (small increment, such as 6 or 9 dB) increas-
ing loudness results an increase in the perceived tactile roughness, while, on the con-
trary, in other conditions (great increment, such as 20 or 40 dB) increasing loudness 
results in a decrease in the perceived tactile roughness. Interaction on the tactile 
roughness perception related to auditory and tactile attributes is complex, and the 
effects depend on the conditions. Therefore, designers should be aware of this com-
plexity if they want to use benefits of the bimodal stimuli presentation. The results of 
the study indicate that the auditory information can be useful in overcoming the limi-
tations of the haptic texture presentation techniques and provide further realism.  

When the results of the multimodal roughness judgment experiments are inter-
preted from the intersensory-organization perspective, the modality superiority hy-
pothesis, as is suggested by Welch et al. [8] and Lederman, and Abbot [5] is in line 
with the current findings. The measures of the modality superiority hypothesis are 
accuracy, sensitivity, discrimination, precision, and other aspects of performance. The 
results of the current study show that if the sound pressure level of the scraping 
sounds is 10 dB above the physically accurate value, auditory and touch performances 
related to roughness of the textures are very similar. Auditory judgments are nearly as 
precise and discriminative as the touch judgments, and information can be obtained 
easily and quickly by both modalities. Therefore both information were used by the 
subjects and somehow they superimpose both information in their bimodal judgments. 
This argumentation can be confirmed by another intersensory-organization hypothe-
sis, namely, ecological validity, which is suggested by Lederman [4]. Lederman ar-
gued that one reason that tactile sense may bias auditory sense in a texture-related 
task, (in situations where audition is less discriminating than touch) is that tactual 
cues to texture are more ecologically valid than auditory cues. In the current experi-
ment the auditory sense was nearly as influencial as touch when judging the rough-
ness of surfaces, therefore the task (roughness judgment) may be considered ecologi-
cally valid for both modalities.   
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Chang, Angela 70
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