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Preface

These volumes contain the written contributions to the EuroHaptics 2016 conference,
which was held at Imperial College London, UK, during July 4–7, 2016. The articles
cover key areas of this constantly evolving� eld: neuroscience, perception and psy-
chophysics, hardware and devices, software, control, and applications.

We received 162 submissions. Each was evaluated by at least three reviewers. Based
on these reviews, 36 manuscripts were selected for oral presentations and 64 as posters.
The meeting was single track and, in addition to contributed papers, included three
keynote speakers, work in progress presentations, and interactive demonstrations. The
geographical distribution of the different institutions presenting their research was:
Austria, Australia, Belgium, Brazil, Canada, China, Finland, France, Germany, India,
Israel, Italy, Japan, The Netherlands, New Zealand, Norway, South Korea, Spain,
Turkey, UK, and USA. The quality and breadth of the contributions indicate that the
EuroHaptics conference continues to be the primary European conference in the� eld of
haptics, and an important forum for our rapidly growing� eld attracting researchers
from all over the world.

We are very grateful to the Program Committee members and reviewers for volun-
teering their time to review and discuss the submitted articles and doing so in a timely
and professional manner. We are also thankful to all members of the Organizing
Committee for their dedication and commitment, the student volunteers for their hard
work and always being willing to help, and the Advisory Committee for their assistance
throughout the conference. We acknowledge the institutions that supported this event
(Bristol Robotics Lab, Imperial College London, University of Birmingham, University
College London and University of Reading) and our Gold (CEA, EPSRC UK-RAS
Network, Force Dimension, Lofelt, Moog, Shadow Robot, Valeo), Silver (Generic
Robotics, Haption, Optoforce Ltd., Prototouch), and Bronze (Actronika, Disney
Research, IET Robotics & Mechatronics TPN, Springer, Ocado Technology, Right
Hand Robotics, Tactile Labs Inc., Tanvas) sponsors. Last but not least, we would like to
thank all authors for presenting their work at the conference. It was a pleasure hosting
EuroHaptics 2016 and we hope that all participants enjoyed the intense and stimulating
discussions, as well as the opportunity to establish or renew fruitful interactions.

July 2016 Fernando Bello
Hiroyuki Kajimoto

Yon Visell
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Hands-On Learning with a Series
Elastic Educational Robot

Ata Otaran, Ozan Tokatli, and Volkan Patoglu (B)

Sabanci University, Istanbul, Turkey
{ ataotaran,otokatli,vpatoglu } @sabanciuniv.edu

Abstract. For gaining pro“ciency in physical human-robot interaction
(pHRI), it is crucial for engineering students to be provided with the
opportunity to physically interact with and gain hands-on experience on
design and control of force-feedback robotic devices. We present a single
degree of freedom educational robot that features series elastic actua-
tion and relies on closed loop force control to achieve the desired level
of safety and transparency during physical interactions. The proposed
device complements the existing impedance-type Haptic Paddle designs
by demonstrating the challenges involved in the synergistic design and
control of admittance-type devices. We present integration of this device
into pHRI education, by providing guidelines for the use of the device to
allow students to experience the performance trade-o�s inherent in force
control systems, due to the non-collocation between the force sensor and
the actuator. These exercises enable students to modify the mechani-
cal design in addition to the controllers, by assigning di�erent levels of
sti�ness values to the compliant element, and characterize the e�ects of
these design choices on the closed-loop force control performance of the
device. We also report initial evaluations of the e�cacy of the device for
pHRI studies.

Keywords: Physical human robot interaction · Series elastic actuation·
Educational robots · Force control

1 Introduction

Applications in many areas, including surgical, assistive and rehabilitation robot-
ics, service robotics, haptics and teleoperation aim at establishing safe and nat-
ural physical human-robot interactions (pHRI). As applications of pHRI become
more widespread, engineers with a thorough understanding of such interactions
are necessitated. For gaining pro“ciency in pHRI, it is important for engineering
students to be provided with the opportunity to gain hands-on experience about
the synergistic design and control of force-feedback robotic devices.

Hands-on experience has been shown to be crucial in strengthening the
understanding of basic engineering concepts [3,5]. Haptic Paddles [12]…single
degree-of-freedom (DoF) force-feedback devices…have been successfully utilized
as teaching platforms for various system dynamics and controls classes in many
c� Springer International Publishing Switzerland 2016
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universities around the world [14]. As educational tools, all Haptic Paddles
share the common design features of simplicity, robustness and low cost. Design
simplicity allows students to easily understand the working principles of these
devices, while robustness and low cost enable their availability for large groups of
students.

We presentHandsOn-SEA „a single DoF educational robot with series elas-
tic actuation (SEA)„and detail its integration to pHRI education, by providing
guidelines for the educational use of the device to demonstrate the synergistic
nature of mechanical design and control of force feedback devices. In particular,
we propose an admittance-type device that relies on closed loop force control to
achieve the desired level of safety and transparency during physical interactions
and that complements the existing impedance-type Haptic Paddle designs. We
also propose and evaluate e�cacy of a set of laboratory assignments with the
device that allow students to experience the performance trade-o�s inherent in
force control systems. These exercises require students to modify the mechanical
design in addition to the controller of the educational device by assigning dif-
ferent levels of sti�ness values to its compliant element, deliberately introduced
between the actuator and the handle, and characterize the e�ects of these design
choices on the closed-loop force control performance of the device.

2 Educational Force-Feedback Devices and Their
Integration to Engineering Education

Several open-hardware designs concerning force-feedback robotic devices exist in
the literature. A pioneering force feedback robot designed for educational pur-
poses is the Haptic Paddle [12]. Haptic Paddle is a single DoF impedance-type
force-feedback device that features passive backdrivability and excellent trans-
parency, thanks to its low apparent inertia and negligible power transmission
losses. The success of this design has lead to several di�erent versions of the
Haptic Paddle [2,6…8,11,15].

Haptic Paddles have been widely adopted to engineering curriculum in many
universities [14]. The “rst investigation of a Haptic Paddle type device in class-
room/laboratory environment is conducted in [12]. In this work, Haptic Paddle
is proposed to support the learning process of students who have dominant hap-
tic cognitive learning styles. The device is used for an undergraduate course for
a semester at Stanford University. The laboratory exercises include motor spin
down test for observing the damping e�ect, bi“lar pendulum test for under-
standing the components of the dynamic system, sensor calibration and motor
constant determination, impedance control and virtual environment implementa-
tions. The laboratory modules of this work have formed a basis for other courses
taught in di�erent universities. The educational e�ectiveness of the Haptic Pad-
dle is measured by a student survey and it has been observed that the students
bene“ted from the device, as it helped them to better grasp engineering concepts.

At the University of Michigan, force-feedback devices iTouch and the Box
are used in engineering undergraduate courses [7]. In a mechanical engineering
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course, the device is used to support the learning of students about concepts
such as frequency domain representations, dynamical system modeling and hap-
tic interactions. In the laboratory sessions, students implement virtual mass,
spring, damper dynamics using an analog computer, experimentally verify the
resonant frequency of the device and compare it with the theoretical predictions.
In an electrical engineering course, students are introduced to integrating sensors
and actuators to micro-controllers, learned about hybrid dynamical systems and
improved their programming skills. Students also decode quadrature encoders,
perform I/O operations and code CPU interrupts. Moreover, virtual wall and
virtual pong game implementations are performed.

Haptic Paddle is also used in an undergraduate system dynamics course at
Rice University [2]. The use of the device aims to improve the e�ectiveness of
the laboratory sessions and introduce students to haptic systems, where virtual
environments can be used to assist the learning process of complex dynamics
phenomenon. Motor spin down tests, system component measurements, motor
constant determination, sensor calibration and open- and closed-loop impedance
control experiments are performed as a part of the laboratory exercises.

A systematic analysis of integrating Haptic Paddle in an undergraduate level
pHRI course is conducted in [6]. The pHRI course covers the e�ect of hav-
ing a human in the loop, the design methodology for pHRI systems, system
identi“cation for the robotic devices, force controller design and assessment of
the robot performance in terms of psychophysical metrics. Laboratory sessions
include implementation of open-loop and close-loop impedance controllers, grav-
ity and friction compensation methods, and admittance controllers. Moreover,
students are asked to complete course projects that combine the concepts the
learned throughout the lectures. The e�ectiveness of the Haptic Paddle based
instruction is measured by student surveys, using Structure of Observed Learn-
ing Outcomes method. It has been observed that hands-on learning is bene“cial
for pHRI and laboratory sessions can help students learn theoretical concepts
more e�ciently. Furthermore, students• evaluation of the device is positive, while
instructors observe improved success rate in their exams.

Haptic Paddle is also used in an undergraduate system dynamics course
at Vanderbilt University [ 8]. The laboratory sessions include analyzing “rst and
second order system models, determining equivalent mass, damping and sti�ness
of these system, exploring friction/damping and other external disturbances and
observing their e�ects on the output of the system, experiencing the forced
responses of vibratory systems and implementing several closed-loop controllers.
The e�cacy of Haptic Paddle integration to the course is measured by student
surveys and it has been observed that when the device is used as a part of the
course, the students have higher cumulative scores and better retention rates for
the concepts they learned throughout the course.

Recently, the latest version of Stanford Haptic Paddle, called Hapkit, has
been integrated as the main experimental setup in a massive open online course
(MOOC) o�ered and made easily accessible all around the world [11].
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As an admittance-type device, HandsOn-SEA complements all of these
existing Haptic Paddle designs by enabling students to experience admittance
control architectures for pHRI, and by demonstrating the design challenges
involved in the mechatronic design of such robotic devices.

3 HandsOn-SEA

3.1 Design

HandsOn-SEA is designed to be compatible with existing Haptic Paddle
designs, such that existing devices can be equipped with SEA with minimal mod-
i“cations. To achieve this goal, the sector pulley, common to almost all Haptic
Paddle designs, has been modi“ed to feature a compliant element and a posi-
tion sensor to measure de”ections of this compliant element. In particular, the
monolithic rigid sector pulley-handle structure is manufactured in two parts: the
handle with a Hall-e�ect sensor and the sector pulley with two neodymium block
magnets. The handle is attached to the device frame through a ball-bearing (as
in original Haptic Paddle designs), and the sector pulley is attached to the han-
dle through a cross-”exure pivot, a robust and simplecompliant revolute joint
with a large range of de”ection [9,10,18]. The center of rotation of cross-”exure
pivot is aligned with the rotation axis of the handle (the ball bearing), while the
Hall-e�ect sensor is constrained to move between the neodymium block magnets
embedded in the sector pulley. Figure1(a)…(c) presentHandsOn-SEA and its
solid model, together with a “nite element model of the proposed compliant
element under constant torque loading.

Fig. 1. (a) HandsOn-SEA (b) Exploded CAD model (c) An exaggerated “nite element
model of the cross ”exure pivot and (d) Geometric parameters governing its sti�ness

As in other designs, the sector pulley ofHandsOn-SEA can be actuated by
capstan drive or friction drive transmission. In our current prototype, we have
preferred a friction drive power transmission, since it is more robust and easier to
maintain. Furthermore, even though it has been shown that friction and slip due
to friction drive can signi“cantly decrease the rendering performance of Haptic
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Paddle devices under open-loop impedance control [15], these parasitic e�ects
due to low quality power transmission elements can be e�ectively compensated
by the robust inner motion control loop and aggressive force feedback controllers
of the cascaded control architecture of SEA [19]. Our current design employs a
($25) surplus geared coreless DC motor with a gearhead and an encoder.

Figure 1(d) presents a schematic model of the cross-”exure pivot. Five para-
meters govern the de”ection and sti�ness properties of cross-”exure pivot: The
length L , the thickness T and the width W of the leaf springs, the angle 2�
at the intersection point of the leaf springs and the dimensionless geometric
parameter � � [0, 1] that de“nes the distance of the intersection point of leaf
springs from the free end. Given these parameters, the torsional sti�nessK � of
the cross-”exure pivot can be estimated [9,10].

Unlike the original Haptic Paddle designs,HandsOn-SEA necessitates two
position sensors: one for measuring the motor rotations and the other one for
measuring the de”ections imposed on its elastic element. Since our surplus motor
already includes a magnetic encoder, this sensor is used for measuring motor
rotations and estimating motor velocities. The de”ections of the cross-”exure
pivot are measured using a Hall-e�ect sensor (Allegro MicroSystems UNG3503).
A simple and the low cost ($2.5) Hall-e�ect sensor is proper for measuring
these de”ections, since the required range for measurements is small, resulting
in robust performance of these sensors.

A low cost PWM voltage ampli“er ($3.75 TI DRV8801 H-bridge motor driver
with carrier) is used to drive the DC motor. Unlike the impedance-type Haptic
Paddle designs, this selection is not a compromise solution forHandsOn-SEA ,
that trades-o� performance for low cost. On the contrary, PWM voltage ampli“er
is a natural choice for cascaded loop SEA control (see Fig.6), since the velocity
(not the torque) of the motor is controlled by the fast inner motion control loop
and any high frequency vibrations (due to PWM switching) are mechanically
low-pass “ltered by the compliant element before reaching to the user•s hand.

We have implemented controllers for the SEA robot using a low-cost ($25)
TI LaunchpadXL-F28069M micro-controller, since this cost e�ective industrial
grade controller can decode quadrature encoders and estimate velocities from
encoder measurements on hardware. Furthermore, this micro-controller can be
programmed through the Matlab/Simulink graphical interface and allows for
implementation of multi-rate control architectures with real-time performance.

3.2 Dynamic Model

The series elastic robot can be modeled as a single link manipulator actuated by
a DC motor. Figure 2 and Table1 provide the relevant parameters for dynamical
modeling.

The motion of the DC motor is controlled by regulating its voltage. Since the
electrical time constant (0.042 ms) of the DC motor is two orders of magnitude
smaller than its mechanical time constant (5.31 ms), the transfer function from
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Fig. 2. Dynamic model of HandsOn-SEA

Table 1. Parameters

Ja … Inertia of the motor 1.3 gr-cm2

Jg … Inertia of the gearhead 0.05 gr-cm2

Jh … Inertia of the handle about the bearing 1.93 gr-cm2

Jp … Inertia of the sector pulley about the bearing 14.7 gr-cm2

r g … Gearhead reduction ratio 84:1

r c … Capstan reduction ratio 73:9

kf … Sti�ness of the cross ”exure pivot 4000 N-mm/rad

R … Motor resistance 10.7 Ohm

bm … Cumulative damping of the motor 0.025 N-mm/s

K m … Motor torque constant 16.2 mN-m/A

K b … Motor back-emf constant 61.7 rad/sec/V

� m … Mechanical time constant 5.31 ms

motor voltage V(s) to motor velocity s� m (s) can be derived as

s� m (s)

V (s)
=

K m /R

Js + b
(1)

where J = J m + J g + J p / ( r g r c ) 2 and b = bm + K m K b /R . Note that we have neglected
the inertial contribution of the handle, since its inertia Jh is orders of magnitude
smaller than the re”ected inertia of the motor side of the cross-”exure pivot.
Neglecting the inertial contributions of Jh , the torque � h measured by the ”exure
acts on the system according to

s� m (s)

� h (s)
=

Š 1/ ( r g r c )

Js + b
(2)

where the rotation of the pulley is related to the motor rotation by � p (s) =

� m (s) / ( r g r c ) . Unmodeled dynamics of the system are considered as disturbances.

4 Performance Characterization

We have characterized the control performance of the series elastic robot through
a set of experiments. Since the performance of the cascaded control architecture
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Fig. 3. Velocity control bandwidth

for SEA highly relies on the performance of the inner motion control loop, “rst,
we characterize the velocity bandwidth of the device.

Figure 3 presents the magnitude Bode plot characterizing the velocity band-
width as 12 Hz. Indeed, up to this frequency the robot can be regarded as a
perfect velocity source as necessitated by the outer force and impedance control
loops. Given the bandwidth limitations of human motion, 12 Hz is evaluated to
be adequate for an educational robot. Furthermore, this bandwidth can easily
be increased by properly modifying the capstan and/or gear transmission ratio
used in the system.

We have also characterized the force control bandwidths ofHandsOn-SEA
under cascaded control architecture. Figure4 depicts Bode magnitude response
plots of the device under closed-loop force control for tracking small, medium
and high force references.

Fig. 4. Bode magnitude plots characterizing small, medium, and high force bandwidths
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As expected, the small force (1N) bandwidth of the system is identical to its
velocity bandwidth. The medium (2N) and high (4N) force bandwidths of the
system are lower, since the actuator speed saturates as the forces get higher.

Thanks to use of geared motors in addition to the sector pulley, the force
output of the current prototype is 3…5 times higher than Haptic Paddles. While
the low force control bandwidth of HandsOn-SEA is as wide as the force band-
widths reported in [2,6], the control bandwidth decreases as larger forces are
commanded. These bandwidths may be improved by increasing the velocity of
the system by selecting a faster motor or decreasing the capstan ratio. Further-
more, since medium and high force bandwidths are directly linked to the sti�ness
of the elastic element of the SEA, they can be increased by sti�ening the compli-
ant element, that is, a sti�er cross-”exure pivot can be used to achieve a larger
force-control bandwidth during high force tracking tasks.

5 Laboratory Exercise Modules

The performance of explicit force controllers su�ers from a fundamental limita-
tion imposed by non-collocation, due to the inevitable compliance between the
actuator and the force sensor [1,4]. In particular, non-collocation introduces an
upper bound on the loop gain of the closed-loop force-controlled system, above
which the system becomes unstable.HandsOn-SEA can be utilized to demon-
strate this fundamental limitation of force control and series elastic actuation to
students through a set of laboratory modules as follows:

Module 1. This module aims at studying motion control and stability limits of a
single DoF rigid-body dynamic system. Students are asked to implement motion
control of the DC motor of the device, to which an encoder is attached. Students
also analyse the linear second-order rigid-body model of the motor control system
and study the stability limits imposed on the position controller gains through
a root-locus analysis. Since the root-locus plot of the position-controlled rigid-
body model has two asymptotes, no instabilities are expected to take place as
the controller gains are increased. The students tune their motion controllers
for the DC motor for maximum performance, until practical stability limits are
achieved. Bandwidth limitation of the actuator, unmodelled dynamics of the
device, sampling-hold e�ects and sensor noise are explained as the underlying
reasons for the instability observed at high control gains. To demonstrate the
e�ect of actuator bandwidth on the stability of the motion control system, the
actuator input is passed though a “rst order low-pass “lter and the e�ect of
such “ltering on the root-locus plot is demonstrated. After tuning the motion
controller, the students are asked to characterize the velocity bandwidth of the
DC motor as a part of this assignment.
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Fig. 5. (a) Explicit force controller (b) Linear dynamic model capturing the non-
collocation between the sensor and the actuator (c) Representative root-locus plot
non-collocated system under explicit force control

Module 2. This module aims to demonstrate the inherent instability of systems
that have sensor actuator non-collocation. Students are asked to perform explicit
force control based on the force estimations acquired through the de”ections of
the cross ”exure pivot, as depicted in Fig.5(a). When students implement this
controller, they experience that the control gains need to be kept low, not to
induce instability and chatter during contact tasks. This phenomena is attributed
to the non-collocation between the force sensor and the motor that drives the
system and students are asked to model this non-collocation by a simple linear
model that captures the “rst vibration mode of the system, as presented in
Fig. 5(b). Students derive the underlying dynamic equations of the system to
verify that the compliance between the sensor and the actuator introduces two
poles and a singe zero to the earlier rigid-body model, adding a third asymptote
to the root-locus plot, as presented in Fig.5(c). Students are also asked to analyse
two other linear models, where compliance is introduced only to the robot base
or to the environment, to discover that both of these models add the same
number of poles and zeros to the system. By completing this module, students
are expected to convince themselves that the instability is mainly due to the
non-collocation between the sensor and the actuator.

Module 3. This module aims to provide students with an intuitive understand-
ing of the trade-o� between the sensor sti�ness and the force controller gain.
Students use several di�erent series elastic capstan modules, each possessing dif-
ferent levels of compliance. Students are asked to characterize the sti�ness of
the sensor based on the analytical model of the cross ”exure pivot and experi-
mentally determine the highest stable explicit force controller gain that can be
implemented for each level of compliance. The students are expected to observe
that the more the force sensor sti�ness is decreased, the more the force controller
gains can be increased, without inducing instability or chatter.

Module 4. This module aims to introduce and provide hands-on experience with
SEA. First, the underlying idea of SEA is explained as the reallocation of limited
loop gain of the system with noncollocated sensor and actuator, to decrease the
force sensor sti�ness such that the force controller gain can be increased. It is
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emphasized that more aggressive force-feedback controller gains are preferred to
achieve fast response times and good robustness properties to compensate for
hard-to-model parasitic e�ects, such as friction and backlash. Then, the band-
width limitation of the resulting force controlled system, due to the introduction
of the compliant sensing element is discussed. Output impedance characteris-
tics of SEA is studied, emphasizing active backdrivability of the system within
the force control bandwidth and limited apparent impedance of the system for
the frequencies over the control bandwidth, due to inherent compliance of the
force sensing element. Low pass “ltering behavior of the system against impacts,
impulsive loads and high frequency disturbances (such as torque ripple) are
demonstrated [16]. As a part of this module, students are asked to perform a
set of force control experiments with two di�erent levels of joint compliance to
experience the trade-o� between the force-control bandwidth and force control
“delity of SEA [ 13].

Module 5. This module introduces the cascaded controller architecture [17,19]
for SEA and evaluates the force tracking performance of the device under cas-
caded control. The cascaded control architecture for SEA is depicted in Fig.6.
The controller consists of an inner velocity control loop and an intermediate force
control loop and an outer impedance control loop. The inner loop of the con-
trol structure employs a robust motion controller to compensate for the imper-
fections of the power transmission system, such as friction, stiction and slip,
rendering the motion controlled system into an ideal velocity source within its
control bandwidth. The intermediate control loop incorporates force feedback
into the control architecture and ensures good force tracking performance under
adequately designed inner loop. Finally, the outer loop determines the e�ec-
tive output impedance of the system. The controller parameters are selected as
suggested in [17] to ensure passivity of interaction.

Module 6. This module aims to demonstrate the performance trade-o�s for SEA
by letting students characterize the small, medium and high force bandwidth
performance of the device.

Fig. 6. Cascaded control architecture of HandsOn-SEA
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6 Evaluation

We have usedHandsOn-SEA for teaching a workshop on force control to 6
undergraduate students (juniors and seniors) and 5 graduate students (MS and
PhD) with mechatronics background. All of these students had a background
on system dynamics and controls; most of them did not have any background
on force control or series elastic actuation. During the workshop, we have imple-
mented Modules 1…6, utilizing the device to demonstrate the concepts. Students
were given access to the device to experience the e�ect of di�erent controller
gains, sti�ness values and control architectures on force control performance.
After the workshop, students “lled in a questionable as in Table2.

The statistical analysis of student responses revealed that the factors of
major, background and level were not statistically signi“cant at the 0.05 level;
hence, all responses are aggregated for reporting. The Cronbach•s� values have
been calculated for Q3…Q5 and for the whole survey, and all� values are evalu-
ated to be greater than or equal to 0.7, indicating high reliability of the survey.

The survey includes 5 questions: Q1 is aimed at evaluating the background
required by the students, Q2 is for assessing the useability, Q3 is for determi-
nation of target population, and Q4…Q5 are for assessing the useful aspects of
HandsOn-SEA . For Q1 and Q2, the participants were allowed to choose all
responses that apply, while for Q3…Q5 the “ve-point Likert scale, ranging from
•1Ž not at all to •5Ž very strongly is used to measure agreement level of the
participants. Questions together with their summary statistics are presented in
Table 2.

The main results of the survey can be summarized as follows:

… Responses to Q1 indicate that knowledge of dynamic systems and controls
theory is essential, while some hands-on experience with programming and
hardware is useful for the completing the modules.

… From answers to Q2, we can infer that students “ndHandsOn-SEA user
friendly, easy to use and understand.

… Responses to Q3 indicate that students evaluate the modules to be most useful
for mechatronics students and robotics researchers, and as not suitable for high
schools.

… Answers to Q4 provide strong evidence that modules are e�ective in helping
students learn fundamental concepts/trade-o�s in force control. In particular,
the mean averaged over all concepts indicate that studentsstrongly agreethat
HandsOn-SEA helped them understand concepts in general, while the mean
scores for individual concepts show that proposed modules were also e�ective
for teaching each of these concepts.

… For Q5, the mean scores of individual features indicate that studentsstrongly
appreciate that HandsOn-SEA provides them with integrated force and
velocity sensing, simple programming interface and easy to use controllers.
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Table 2. Survey questions and summary statistics

Q1: What kind of knowledge and skills did you require to use HandsOn-SEA ?

Frequency

Knowledge of modeling dynamical systems 77.3 %

Knowledge on controls theory 86.4 %

Familiarity with hardware-in-the-loop 54.5 %

Experience with real-time controllers 52.3 %

Experience with motor drivers 40.9 %

Experience with integrating sensors 50.0 %

Experience in programming 40.9 %

Q2: Which one of the following aspects of HandsOn-SEA do you “nd important?

Frequency

Easy to use 88.8%

Simple working principle 81.8%

Robust 72.8%

Low cost 95.3%

User friendly 88.8%

Easy to build and maintain 79.5%

Q3: How would you rate the usefulness of HandsOn-SEA for the following groups?

Cronbach•s � � 0.7 Mean � 2

3.99 1.43

Mechatronics juniors and seniors 4.54 0.35

Mechatronics graduates 4.80 0.17

High school students 2.10 1.21

Robotics researchers 4.00 1.60

Q4: How useful were HandsOn-SEA in helping with the following concepts/trade-o�s?

Cronbach•s � � 0.7 Mean � 2

4.08 0.76

Compliant mechanisms 4.36 0.45

Sensor actuator non-collocation 4.27 1.09

Fundamental limitations of force control„compliance-gain trade-o� 4.27 0.22

Admittance control 3.55 1.47

Series elastic actuation 4.45 0.47

Backdrivability and output impedance 4.00 0.67

Cascaded loop control architecture and role of inner loop on robustness 3.73 1.02

Trade-o� between control bandwidth and force sensing resolution 4.18 0.36

Small and large force bandwidth 3.90 0.89

Q5: Please rate the usefulness of the following aspects of HandsOn-SEA .

Cronbach•s � � 0.7 Mean � 2

4.16 0.69

Integrated force sensor 4.00 0.40

No required experience with real-time programming 3.90 1.21

Ability to change controller gains and sensor sti�ness 4.55 0.27

Velocity calculation in hardware 4.18 0.56

Integration with Matlab/Simulink 4.73 0.42

Implemented cascaded controller 4.36 0.65
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7 Conclusions and Discussions

Complementing the existing impedance-type designs educational robot designs,
HandsOn-SEA is evaluated to be e�ective in demonstrating the fundamental
concepts in force control. In particular, in addition to the laboratory exercises
proposed in [2,12], the series elastic robot can be used to demonstrate the inher-
ent limitations of explicit force control due to the detrimental e�ects of sensor
actuator non-collocation. By varying the sti�ness of the ”exure joint and the
force control gains, the trade-o� induced by the sti�ness of the compliant ele-
ment between the device bandwidth and the force sensing resolution can be
studied. Admittance and cascaded control architectures can be implemented.

We are currently evaluating HandsOn-SEA in a senior level Introduction to
Robotics and a graduate level Force Control courses. After thorough evaluation
of its e�cacy, we will make the designs/controllers available for educational use.
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Abstract. This paper describes a new robot-based tool for assess-
ing tactile de“cits in the hand of neurologically impaired individuals.
Automating tactile assessment could: (1) increase the reliability of the
measurement, (2) facilitate assessment in patients with limited mobil-
ity, and (3) decrease the time needed to assess tactile de“cits. Using a
portable robot, all probes needed for clinical or scienti“c assessment can
be presented to the “ngertip at a prede“ned scanning speed (dynamic
mode), or pressed against the skin for a precisely de“ned amount of time
with controlled contact force (static mode). In addition to the data col-
lected from the sensors that are used to control the motion of the robot,
four force sensors located underneath the sample holder for probes pre-
sented in dynamic mode allow precise estimation of the contact force. The
usability of the device is demonstrated in a preliminary study investigat-
ing the roughness and edge detection thresholds in “ve healthy subjects.

Keywords: Tactile sensing · Assessment · Tactile de“cits · Haptic
interface

1 Introduction

Motor disorders are often closely related to a loss of touch sensation. If the
tactile sensation is impaired, the brain gets limited information about the hands
position, the contact force with the environment, the deformation caused by this
force, and the objects temperature. To compensate for this loss, the brain has to
rely on vision, even though vision is slow and not suitable for contact tasks [5].

Due to the importance of tactile sensing in everyday life, tactile assessment is
usually an integral part of the neurological examination. However, this is often
limited to pressing cotton tips or tools in order to cause a pinprick sensation
against di�erent parts of the skin. In most cases the forces to be applied during
this procedure are controlled manually by the examiner, thus have limited inter-
and intra-examiner reliability [ 8].

In order to overcome reliability problems of tactile assessments several pro-
tocols including the revised Nottingham sensory assessment [13], the Rivermead
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assessment of somatosensory performance [14], and the quantitative sensory test-
ing [11] have been introduced. These protocols increase the reliability by using
standardized tools and intense training of the clinicians [4].

Automation could increase the assessment reliability and also provide the
therapist with more information about the contact between the subject and the
sample with data recorded during a trial, and can help reduce the assessment
duration. However, to our knowledge only one fully automated assessment tool
has been developed so far [6]. This sophisticated device is limited to the assess-
ment of proprioception, pressure and vibration thresholds.

In order to investigate whether automation of the tactile assessment can
increase its reliability and provide information not available with conventional
assessment tools, we developed a novel assessment tool based on the portable
version of theHi5 robotic interface [9]. This enables us to carry out assessment of
static tactile sensation as well as of the sensation when exploring a surface even
for patients with limited mobility. The robot allows us to control the scanning
speed while recording the contact forces. To demonstrate the usability of the
device we investigated the roughness threshold and the edge detection threshold
of “ve healthy subjects. In the future we will also add a static assessment mode
in which the robot controls the force with which the stimuli are pressed against
the skin.

2 Design of the Robotic Assessment Tool

The experimental setup uses the portableHi5 haptic interface shown in Fig.1.
The portable Hi5 was designed based on the originalHi5 human-human haptic
interaction and fMRI compatible interfaces [3,9]. A Maxon DC motor (RE65
353301 with encoder 1024 CPR) is attached to a rigid milled aluminium frame,
which drives an output shaft with the help of pre-loaded cable transmission.
Moving parts such as pulleys and bearings with adjustable preload for reducing
backlash are cased in the 3D printed housing. The interface can be easily a�xed
to a desk top for interacting with a user through the handle or any other end-
e�ector while the arm lies on a dedicated support as shown in Fig.1B. In this
study the original wrist handle of the interface was replaced with the custom
designed end-e�ector enclosing a set of sensors and actuators required for the
experiments. The main motor of the system is controlled at 500 Hz with Maxon
ESCON 50/5 motor controller (powered by 48 V supply) and NI DAQ PCI 6221
(National Instruments) card connected to a desktop PC.

When used as a tactile assessment tool, the interface is equipped with the
custom-made assessment handle (see Fig.2A) while the armrest is extended and
raised to cover the moving parts of the robotic device. The whole designed assess-
ment system is portable, weighs less than 10 kg, and easy to set up on a desk. It
can be controlled from a laptop and be easily re-con“gured for di�erent types of
tactile assessments. For instance, the dynamic mode simulates the active explo-
ration of a surface while the static mode can be used to present a stimulus with
a controlled force level.
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Fig. 1. Portable Hi5 haptic interface for human motor control studies. A: design
overview; the interface can be used with various handles and end-e�ectors. B: User
interacting with Hi5 attached to a table-top.

2.1 Dynamic Measurements

A dynamic measurement is meant to simulate the haptic exploration of an object
or a surface with the “nger by inducing a relative movement between the surface
and the “ngertips. This information can be used to identify the geometry of
an object and to gather information about the surface texture [12]. A direct
comparison between dynamic and static two point discrimination reveals that
the accuracy of the spatial resolution of tactile sensation in the dynamic task
is higher than the one obtained in the static measurement [10]. Furthermore,
the inter-examiner reliability of dynamic measurements has been reported to be
higher than the one obtained during a static two-point discrimination task [2].

In dynamic mode, the subject rests his arm on the armrest and the “n-
ger to be tested can easily drop down on the surface of the horizontal sample
holder (Fig. 2B). Inside this sample holder four force sensors (micro load cell
type 3132 0, Phidget, Canada) record the force applied by the subject during
the assessment (Fig.2C). A metal plate ensures that all force sensors are in
contact with the sample holder and take part in the recording. Samples and
reference are glued to this metal plate using double-sided adhesive tape. During
each trial the device carries out one forward and one backward movement pass-
ing the samples underneath the subject•s “nger while position control ensures
that the scanning velocity is maintained even if a subject presses hard against
the surface.

2.2 Static Measurements

In static measurements the stimulus is presented by pressing a probe to the
skin, with stimuli including light touch, deep touch, two-point discrimination
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Fig. 2. Portable Hi5 haptic interface equipped with the custom-made assessment tool.
A: Photograph of the whole experimental set-up; the handle has been replaced with
the assessment tool and the armrest has been raised to ensure that the subjects can
comfortably position their hand on the device. B: Photograph showing the device used
during assessment in dynamic mode. The robot presents the two plastic sheets which
are mounted on the horizontal sample holder to the subject•s “ngertip. C: Schematic
showing the inside of the horizontal sample holder of the assessment tool. The device
houses four force sensors. A metal plate ensures that the weight is transferred to all
force sensors. On top of this metal plate the reference surface which is either the
reference sandpaper or a plastic sheet are mounted. During the trial the sample (e.g.
a sandpaper or plastic sheet) is attached to the reference surface. D: In static mode
the vertical sample holder is mounted on the assessment tool. This sample holder is
equipped with a force sensor and can be used to press a sample against the hand with
a controlled force level.

and vibration. In clinical practice the examiner controls the pressure. Passive
mechanisms that have been introduced to facilitate this control of the force
work only if the contact angle is exactly 90� and the probe does not slip on
the skin; otherwise the forces and contact surfaces are not the ones that were
intended. In contrast, an automated control can regulate and record the contact
forces within the trial. For this purpose we designed the vertical sample holder
(see Fig.2D) which can be attached to the assessment tool. It is equipped with
a force sensor (micro load cell type 31320, Phidgest, Canada). During a trial
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this sensor records the contact forces that occur at the sample holder and feeds
them into a control algorithm which than adjusts the torque of the motor of the
robot.

3 User Interface

The experimental setup includes two computer screens, one for the subject and
one for the examiner. The subjects screen is used to describe them the task,
prompt them with speci“c questions during the trial and is used to record their
answers, thus ensuring uniformity of the questions across the subjects and min-
imising a possible in”uence of the examiner. The second monitor is used to guide
the examiner through the assessment, and presents her or him with the samples
to be used within the next trial. The samples are determined by a test structure,
based on psychophysics, implemented in the program in order to minimize the
amount of samples that need to be used. To ensure that the examiner does not
mix up the samples to be used a dialogue box requires the examiner to identify
the samples that are mounted on the device. Furthermore the examiner is asked
to con“rm that there are no obstacles and that the patient is located in the right
position before the control algorithm will allow the robot to move, thus the trial
can proceed safely. During each trial the examiner can observe the contact force
that is executed by the subject so that s/he can intervene if the contact force
exceeds a safe range that is known not to cause any damage on the skin.

4 Preliminary Experiments

We tested the usability of the new tool and the robot-assisted assessment for
determining the roughness discrimination thresholdsas de“ned in [7] and the
ability to detect a di�erence in the height between two surfaces which we de“ned
as edge detection threshold. Five healthy male subjects aged 26 to 33 years old
were recruited among the students and sta� of the Bioengineering Department
of Imperial College London for the experimental validation. The study was
approved by the institutional ethical committee and all subjects gave written
informed consent prior to participating in the trial.

4.1 Method

The roughness discrimination task was conducted based on the experimental
design reported by Libouton et al. [7]. In order to reduce the duration of the assess-
ment the number of sandpapers was limited to four rough sandpapers (P80, P120,
P180, and P240 with a grid size of 195µm, 127µm, 78µm, and 58µm, respec-
tively) and three smooth sandpapers (P400, P600, and P1000, with a grid size of
35µm, 25.8µm, and 18µm, respectively) to be compared with a reference sandpa-
per (P320, grit size 46µm), and two interlaced staircases were used to replace the
double staircase algorithm. During each trial the subjects were seated in front of
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the table their arm comfortably resting on Hi5s armrest. The subjects were intro-
duced to the task by a standardized text which was depicted on the subject screen.
A cardboard box was used to cover their hand from their view throughout the
whole experiment. The whole surface of the horizontal sample holder was covered
with the reference sandpaper. Before the beginning of the trial, subjects were asked
to lift their “nger so that the sandpaper to be compared with the reference could
be mounted on one side of the sample holder. During the trial the robot moved
the assessment tool from the zero position marked by the mechanical stop on the
left side to an angle of 80� and returned to the zero position at the same speed.
One back and forward movement took 13.7± 2.6 s which equals the time the sand-
papers were presented to the subject during the trial. After this the subject was
asked which of the two surfaces was rougher. In addition to the answer left or right
there was also the option to give the answer •don•t knowŽ if a subject was not sure
or the sample became lose during the trial.

Edge detection or the ability to identify the outer bounds of an object is
known to be an important component of tactile exploration [1]. In order to assess
this quality of the sense of touch we designed a new protocol with a test structure
similar to the one used during the investigation of the tactile roughness detec-
tion threshold. Instead of sandpapers we used plastic sheets with a de“ned height
of 0.508 mm; 0.381 mm; 0.254 mm; 0.19 mm; 0.127 mm; 0.1016 mm; 0.0762 mm;
0.0508 mm, respectively (shim stock, RS, UK). As depicted in Fig.2, the hori-
zontal sample holder was covered with a plastic sheet in order to ensure that the
surface properties of the sample holder and the sample were the same. Before
the trial the plastic sheet with the height to be tested was mounted on top of
the sheet that covers the sample holder using double sided tape. After the robot
presented the sample to the subject in the same way as during the roughness
detection task the subjects were prompted with the question which part of the
surface was higher than the other. In case they were unsure they had the option
to vote •don•t knowŽ. The order in which the samples were presented was cho-
sen by the control algorithm implementing an interlaced staircase structure to
determine the next sample depending on the answer given by the subject.

4.2 Results: Edge Detection and Roughness Discrimination

The thresholds which were recorded in the “ve subjects are depicted in Table1.
Each threshold represents the smallest di�erence in grit size between the sample
and the reference paper, for which the subject was still able to correctly identify
the location of the rougher surface in more than 75 % of the trials. The mean 75 %
just noticeable di�erence for rougher sandpapers and smoother sandpapers were
24± 9.8µm and 7.1± 4.3µm respectively. These values are similar to the ones
obtained by Libouton et al. [7] who reported tactile roughness discrimination
thresholds to be 44± 32.5µm and 15± 8.5µm for rough and smooth sandpapers,
respectively. However, in contrast to their “ndings that detecting smoothness
was easier for most subjects, our subjects found it more di�cult to di�erentiate
between the smooth surfaces, and two subjects were even unable to give the
correct answer in 75 % of the trials with the smoothest sandpaper (P1000).
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Table 1. Roughness and edge detection thresholds

Task subject: 1 2 3 4 5

Rough sandpapers (µm) 32 32 12 32 12

Smooth sandpapers (µm) x 20.2 20.2 11 x

Edge detection (mm) 0.0762 0.0508 0.0508 0.0508 0.0508

These two cases are marked with •xŽ in Table1. However, both of these subjects
do extensive climbing training, which may a�ect their “ngers roughness and
tactile sensation.

Regarding the forces that were applied, we were not able to detect any dif-
ference within the same subject scanning surfaces of di�erent roughness, which
again is consistent with the “ndings of Libouton et al. [7]. On average our sub-
jects applied a contact force, which equals the sum of the forces recorded by all
four force sensors, of 0.5092± 0.2585 N when they performed this task.

In a second test, we assessed the ability of the subjects to detect an edge
on a plastic surface. In this test all but one subject were able to detect which
surface was higher even if the thinnest plastic shim sheet was mounted on the
plate. In total that leads to a 75 % just noticeable di�erence of 0.0022± 0.0004"
or 0.056± 0.01 mm. The average contact force that was applied during this task
was 0.5468± 0.4280 N, which is slightly higher then the one used in the roughness
discrimination task. No correlation between the results in the two di�erent tests
could be identi“ed.

5 Conclusion and Outlook

In this paper, we described a new robot-based assessment tool for investigat-
ing tactile sensation. The device can be used to provide tactile stimulation for
dynamic and static measurements in a controlled manner. During each trial the
robotic device records data, such as scanning speed, contact force and position
of the “nger, which can be used to investigate the quality of the tactile stimu-
lation and therefore assist the therapist during the neurological evaluation. We
demonstrated the usability of the device in a study during which the rough-
ness thresholds and the threshold for edge detection was assessed in “ve healthy
subjects. The results were consistent with those of Libouton et al. [7] who inves-
tigated tactile roughness detection thresholds using active touch.

In the future we will add static measurements such as two-point discrimi-
nation, and pressure threshold and investigate the usability of the device in a
clinical study.
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Abstract. High-density tactile arrays are required to measure tactile properties,
including forces and torques, contact shape and location, and dynamic slip, for
dexterous gripping and manipulation tasks performed by robots and humans
through haptic interfaces. However, in all current tactile sensing solutions, there
is a trade-off between spatial resolution,ßexibility, softness and manufacturing
cost. In this work, a new design is proposed for a low cost, soft and malleable
tactile sensing system with high spatial resolution that can be reshaped and
applied to any surface, and that reduces the number of individual sensing ele-
ments, eliminates the need for any electronics within the sensing area and
removes the need to time-division multiplex between sensor elements, allowing
fully-parallel processing of transducer readings. Here the design is an orthogonal
placement of conductive rubber strips with a pressure-dependant resistance.
A basic algorithm for estimating the pressure at the intersection of each pair of
orthogonal sensing strips is also described. The algorithm was tested with a
simulated stimulation by two spherical stimuli onto a 16� 16 grid (16 hori-
zontal strips overlaid with 16 vertically strips)– the estimated pressure pro� le
correlates well with the simulated stimulus (r = 0.86). A 5� 5 grid prototype
was built and was tested by stimulating with a spherical stimuli– the estimated
pressure pro� le correlates well with the real stimulus (r = 0.92). Various design
and algorithm improvements are suggested to overcome ambiguity in the esti-
mated pressure pro� le due to the underdetermined nature of the system.

Keywords: Force� Tactile sensors� Sensor arrays� Robot sensing systems

1 Introduction

Tactile sensing research has the potential to impact a large number of industries and
disciplines [1], including robotics, telesurgery, intelligent hand/leg prostheses, com-
puter peripherals, and haptic interfaces. High-density tactile arrays are required to
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measure tactile properties which cannot be determined by other sensing modalities such
as vision (the current sensing method in robotic manipulators with dexterity compa-
rable to humans for limited tasks) [2]. Robust and reliable tactile feedback of forces,
torques, contact shape and location, and slip sensing are required for dexterous grip-
ping and manipulation by robots and humans through haptic interfaces [1].

When replicating human dexterity, rigid sensor arrays are of limited practicality–
unless the shape of a robotic/prosthetic� nger matches the contact area, gripping a hard
object with a hard gripper (and tactile sensor) will generate a very large pressure, which
may damage the sensor and/or object. Numerous reviews of technologies forßexible
tactile sensor arrays have been published [1, 3–5]. In the past, work has focused on
embedding rigid sensors into polymer skins or covering them in a protective polymer
� lm. In recent years, tactile sensors have comprised of conductive polymers and fab-
rics, conductiveßuids, or plastic optical� bres. However, there is a trade-off between
spatial resolution,ßexibility, softness and manufacturing cost.

Besides the rigidity of the sensing element itself, a major obstacle to the devel-
opment of soft sensor arrays is the number of electronic components and wire con-
nections required to instrument each sensing element. For large numbers of sensing
elements, true simultaneous sampling of each element is not possible due to the limited
number of data acquisition channels. Such sensor arrays require a switching matrix
(rigid circuitry in close proximity to the sensing elements) such that only a subset of the
sensor data is acquired at a time. This circuitry limitsßexibility and softness and adds
to manufacturing cost– e.g., 16,000� eld effect transistors were required for the 32�
32 sensor array reported by Sugiyama et al. [6]. There has been no work published on
sensor array designs aimed at reducing the number of sensing elements.

In this work a new design for a low-cost, high-sensitivity, soft, and malleable tactile
sensing system with high spatial resolution is proposed that can be reshaped and
applied to any surface, and that reduces the number of individual sensing elements, and
thus reduces the number of electrical components and the complexity of the associated
switching matrix, and eliminates the need for any electronics within the sensing area.
The design principle is based on a grid of overlapping strips which have some mea-
surable property which changes under deformation or pressure. Here the design is two
layers of orthogonal conductive strips whose conductance changes with applied pres-
sure. A basic algorithm for estimating the pressure at the intersection between each pair
of orthogonal strips is also described.

2 Methods

2.1 Prototype Construction

The pressure-sensitive material described in this paper is an electrically conductive
polymer nano-composite (ECPNC). The properties of a number of variations of this
carbon-impregnated rubber are described in detail by Knite et al. [7–10]. For the
purpose of this work, brießy, the resistance of the rubber is related non-linearly to the
pressure applied and also to the amount of strain experienced by the rubber [10].
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In the prototype here, an � n grid (n = 5) of approximately 10 mm wide strips was
constructed by layeringn horizontally-oriented rubber strips on top ofn vertically-
oriented rubber strips (Fig.1). The two layers of rubber strips were insulated from each
other and the environment by a plastic� lm. Finally, a wooden frame around the edges
of the sensor held the rubber strips in place and was mounted on a wooden backing
which was separated from the� rst layer of rubber strips by a 7 mm thick layer of
co-polymer sealant (Selleys All Clear, Selleys Pty Ltd, Australia) to improve sensitivity
by allowing the rubber strips to stretch (as well as compress).

Thekth rubber sensing strip was connected in series with a trimming potentiometer
with a resistance range of 10� to 5 M� (TSR-3296, Suntan, Hong Kong). The rubber
sensing strip/potentiometer pairs were connected in parallel with a 9 V DC voltage,
such that the circuitry operates as a voltage divider between each rubber sensing strip
and its corresponding potentiometer (Fig.2).

Each rubber sensing strip had a resistanceRk, k 2 f 1; . . .; 2ng (mean unloaded
resistance at 23°C was 71.77 k� , SD 18.79 k� ). R1 to Rn correspond to the horizontal
strips, andRnþ 1 to R2n correspond to the vertical strips. Each potentiometer resistance
Pk, k 2 f 1; . . .; 2ng, was set to calibrate the circuit such that the voltagesVk were 4.5 V
initially (when the rubber sensing strips were unloaded), and the resistance ofPk

remained constant from the time of calibration. The voltageVk was equal to 9�
Pk= Pk þ Rkð Þvolts, such that an increase inRk, due to an applied pressure, resulted in a
decrease in the voltageVk. A data acquisition unit (NI USB-6218, National Instru-
ments, USA) was used to supply the 9 V DC voltage (output current drive± 2 mA,
output impedance 0.2� ) and sample the voltages Vk at a frequency of 1 kHz.

100 mm

Fig. 1. Prototype structure: (A) Exploded schematic of sensor layers; (B) Side view schematic
of sensor layers; (C) Top view of constructed prototype. (Color� gure online)
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2.2 Transformation Algorithm

An increase inRk, due to an applied pressure on sensing stripk, results in a decrease in
the voltageVk. The following section describes a basic algorithm for transforming the
measured voltagesVk for k 2 f 1; . . .; 2ng (referred to as strip voltages) into a repre-
sentation of the distribution of the pressure across then � n grid (at the intersection of
each pair of orthogonal sensing strips). A change in the strip voltageVk is the result of
the sum of changes in pressure along the whole strip including intersection regions with
n other orthogonal sensing strips– e.g., a change inV1 is a result of the changes in
pressure of horizontal sensing stripR1 along its length at the intersections with vertical
sensing stripsRnþ 1 to R2n. Therefore,Zi;j (referred to throughout as a grid point voltage)
represents the change in voltage (which contributes to both strip voltageVi andVnþ j)
due to a pressure applied at the pointði; jÞwhich is the intersection of horizontal sensing
strip i, and vertical sensing stripj, for i andj 2 f 1; . . .; ng. The grid point voltagesZi;j

could then be further transformed into a pressure and 3D deformation pro� le.
A 100-sample moving average� lter was applied to the strip voltagesVk (sampling

frequency,fs ¼ 1000 Hz). The resulting signal was down-sampled by taking every
100th sample and the starting voltage (4.5 V) was subtracted to giveV̂k½t� for each time
samplet (with an initial value of zero, and sampling frequency,f̂s ¼ 10 Hz).

Horizontal Strips Vertical Strips

Fig. 2. Prototype circuitry.R1 to R2n represent the rubber sensing strips (R1 to Rn are horizontal
strips, andRnþ 1 to R2n are vertical strips; see Fig.1 for orientation), andP1 to P2n represent the
potentiometers. VoltagesV1 to V2n were sampled at 1000 Hz.

Fig. 3. Timing of stimulation for simulated data. The� rst sphere begins stimulating at 0.1 s,
applies maximum pressure at 0.5 s, then begins to retract. The second sphere begins stimulating
at 0.6 s, applies maximum pressure at 1.0 s, then begins to retract.
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The time derivative of the smoothed strip voltage,V̂0
k½t�, was approximated as:

V̂0
k½t� ¼ ð̂Vk t½ � � V̂k t � 1½ �Þ �̂fs: ð1Þ

These derivatives were used in order to incorporate some temporal information into the
estimate of the grid point voltages (representative of the pressure pro� le). The
derivatives of the grid point voltagesZ0

i;j½t� for i and j 2 1; . . .; nf g (which will be
integrated to estimate the grid point voltages) were estimated from the derivatives of
the strip voltages,̂V0

k½t� for k 2 f 1; . . .; 2ng. This requires solving 2n simultaneous
equations withn2 unknowns where eacĥV0

k½t� is related to a sum of theZ0
i;j½t� of the

points i; jð Þon the sensing stripk. For each point in time, a numerical solution was
found iteratively by distributing the change in a strip voltage across each of the points
on that strip where there was also a change on the other strip voltage corresponding to
that point. For each iterationm, the previous estimate of the change in grid point
voltageZ0

i;j t½ �m� 1 is increased (or decreased) if the sum of the estimates (for the hori-
zontal stripi and vertical stripnþ j) is smaller (or larger) than the change in the strip
voltages (̂V0

i ½t� andV̂0
nþ j½t� respectively). The amount by which the estimate is increased

(or decreased) is proportional to the error between the sum of the estimates and the time
derivative of the strip voltage. Themth iteration yields:

Z0
i;j t½ �m¼

Z0
i;j t½ �m� 1 þ l e t½ �m ; if gx

i t½ �m� 1\ V̂0
i ½t�

� �
& gy

j t½ �m� 1\ V̂0
nþ j½t�

� �

Z0
i;j t½ �m� 1� l e t½ �m ; if gx

i t½ �m� 1 [ V̂0
i ½t�

� �
& gy

j t½ �m� 1 [ V̂0
nþ j½t�

� �

Z0
i;j t½ �m� 1 ; otherwise

8
>>><

>>>:

ð2Þ

where i and j � {1,…,n}, µ is a gain factor = 0.1, and e t½ �m¼

min gx
i t½ �m� V̂0

i ½t�
�
�

�
�; gy

j t½ �m� V̂0
nþ j½t�

�
�
�

�
�
�

� �
, where gx

i t½ �m¼
Pn

j¼1
Z0

i;j t½ �m
� �

, and gy
j t½ �m¼

Pn

i¼1
Z0

i;j t½ �m
� �

and superscriptsx and y denote horizontal and vertical sensing strips

respectively, and the termination criteria was: maxi;j Z0
i;j½t�m � Z0

i;j t½ �m� 1

�
�
�

�
�
�

� �
� 0:0001V/s.

In this way, for a voltage change to occur at the pointi; jð Þ, a voltage change on
sensing stripi and a voltage change on sensing stripnþ j is required and this voltage
change must occur in the same direction.

The estimate of the grid point voltageZi;j t½ �(in volts, V) was simply calculated by
accumulating theZ0

i;j½t� over time without compensation for drift due to integration and
measurement error:

Zi;j t½ � ¼Zi;j t � 1½ � þZ0
i;j t½ �=̂fs ð3Þ
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2.3 Simulated Data

Data was simulated to demonstrate the performance and limitations of the sensor
design and transformation algorithm. The simulation data was created by� rst gener-
ating a pressure pro� le, then summing the pressures (of arbitrary units) across each row
to give the horizontal sensing strip voltages, and across each column to give the vertical
sensing strip voltages. It was assumed that the effect of applying pressure simultane-
ously at different locations on a rubber sensing strip were additive.

The simulation emulates two spheres being pressed into 16� 16 grid sensor and
then being pulled away at different times (Fig.3). The centre of contact of the� rst
sphere is at the pointi = 11,j = 5; i.e., at the intersection of horizontal sensing strip 11,
with vertical sensing strip 5; and has a radius that spans 4 sensing strips. The centre of
contact of the second sphere is at the pointi = 4, j = 12 and has a radius that spans 3
sensing strips. Stimulation with the� rst sphere begins at 0.1 s, and reaches a maximum
pressure of� 1 (arbitrary unit) at the centre of the sphere at 0.6 s followed by retraction.
Stimulation with the second sphere begins at 0.6 s, and reaches a maximum pressure of
� 0.5 (arbitrary unit) at the centre of the sphere at 1.1 s followed by retraction.

2.4 Real Data

Real data was collected with the 5� 5 grid prototype while being stimulated with a
soft spherical ball with a radius of 2 sensing strips. The stimulus was applied manually,
with a roughly linear loading of pressure with time, over approximately 0.5 s.

3 Results

3.1 Simulated Data

The grid point voltage estimates for the simulated data with the stimulation by two
spheres (rows B and D) and the pressure pro� les used to generate the simulated data
(rows A and C) are shown in Fig.4. There was a strong linear correlation between the
correct pressure pro� le and the calculated grid point voltages (r = 0.86, pooled across
all grid points and time steps). The mean of the sum of the absolute error at each grid
point as a proportion of the sum of the correct pressure over the entire grid at each time
step was 0.34 (SD 0.20). The pressure loading of the� rst sphere (0.1 to 0.5 s) shows
that the transformation algorithm is able to localise the non-zero grid point voltages to
the correct points on the grid (i = 11 ± 2, j = 5 ± 2). The algorithm is also able to
determine that at each time point the estimated grid point voltage at the centre of
contact (i = 11, j = 5) is the largest and the grid point voltages decrease with distance
from the centre. Finally, at each time point the estimated grid point voltages increase as
pressure increases. The algorithm is however unable to resolve the exact shape of the
pressure pro� le – the estimates indicate an upside-down step pyramid rather than a
sphere. This is primarily due to the symmetry of the sensing strips and the ambiguity
resulting from the underdetermined nature of the system. The simultaneous pressure
unloading of the� rst sphere and pressure loading of the second sphere (0.5 to 1.0 s)
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shows that the algorithm is able to estimate the changing pressure due to both spheres
at the same, although the same shape ambiguity was observed as with the pressure
loading of the� rst sphere.

3.2 Real Data

The output of the 5� 5 grid prototype is illustrated in Fig.5. The stimulus here was a
soft spherical ball with a radius spanning 2 sensing strips, and was applied manually
with an approximately linear loading phase of 0.5 s. An approximation of the correct
pressure pro� le was generated by simulating a sphere with centrei = 3, j = 3 and a
radius spanning 2 sensing strips, which is pressed into the sensor to a maximum
pressure of -1 (arbitrary units) at the centre of the sphere over 0.5 s. It was assumed that
the pressure is linearly related to resistance and that no stretch occurs. Figure5 shows
the approximate correct pressure pro� le for the stimulation with the ball in increments
of 0.1 s (row A), and the grid point voltage estimates calculated from the measured
strip voltages (row B).

Despite the stimulus being applied manually, the estimated grid point voltages
correlate well with the approximate pressure pro� le (r = 0.92), pooled across all grid
points and time steps). The mean of the sum of the absolute error at each grid point as a

D)

B)

C)

A)

0.1 0.2 0.3 0.4 0.5 0.6 0.7 s

0.8 0.9 1.0 1.1 1.2 1.3 1.4 s

Fig. 4. Results for simulated stimulation with two spheres (� rst sphere: contact centrei = 11,
j = 5, radius = 4 strips; second sphere: contact centrei = 4, j = 12, radius = 3 strips). Refer to
Fig. 3 for stimulus timing. Rows (A) and (B) are the correct pressure pro� le and the estimated
grid point voltages, respectively, for 0.1– 0.7 s, and rows (C) and (D) are the correct pressure
pro� le and the estimated grid point voltages, respectively, for 0.8– 1.5 s.
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proportion of the sum of the correct pressure over the entire grid at each time step was
0.52 (SD 0.18). This result was acceptable considering the 5� 5 grid prototype suffers
from a number of assembly inconsistencies, including sensing strip geometry and
therefore slightly different response properties. Also, no analogue signal� ltering was
performed and only a moving average� lter was applied to the measured strip voltages,
which may therefore be corrupted with noise resulting in estimation errors.

4 Discussion

4.1 Design Bene� ts

The principle of using an intersecting lattice of deformable strips as sensory elements,
and employing algorithms to reconstruct the pressure pro� le has not been used before.
While most sensor arrays exhibit a trade-off betweenßexibility, softness, spatial res-
olution and sensitivity, the design here takes advantage of the softness of the
embodiment to achieve both high sensitivity and spatial resolution. This design, which
requires only 2n sensory elements for a sensor array withn � n sensing points, is more
cost effective than traditional designs that require at leastn � n sensing elements.
Furthermore, the reduced number of sensory elements also reduces the number of leads
connected to the sensor. For example, to achieve a resolution approaching the
mechanoreceptor density in the human� ngertip, 1 cm2 must incorporate 250 sensors
and 500 leads– this is not currently possible, particularly if the sensor should possess
some degree of softness andßexibility. The design in its basic orthogonal strip con-
� guration would require only 16 horizontal and 16 vertical overlaid strips to achieve
the same density of sensing points, and there would be no electronics or leads within
the sensing region, which would otherwise limit theßexibility and softness. Finally this
design with fewer sensing elements reduces the complexity of the data acquisition
switching matrices, and may eliminate the need for a switching matrix altogether.

A)

B)

0.5 s0.40.30.20.1

Fig. 5. Prototype results at each time point for stimulation with a soft spherical ball (contact
centrei = 3, j = 3, radius = 2 sensing strips): row (A) approximated correct pressure pro� le and
row (B) grid point voltage estimates for 0–0.5 s.
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4.2 Design Limitations

The main short-coming of the design described here is due to the underdetermined
nature of the system (2n simultaneous equations withn2 unknowns). Speci� cally, if
two or more points are stimulated simultaneously on independent pairs of sensing strips
they cannot be resolved. For example, the pressure pro� le cannot be resolved (by
estimating the grid point voltages) if the pointi = 1, j = 1 (on horizontal sensing strip 1
and vertical sensing strip 1) is loaded with a pressure at the same time as the point
i = 2, j = 2 (on horizontal sensing strip 2 and vertical sensing strip 2), as multiple
stimuli combinations can generate this same strip voltage pattern.

4.3 Suggested Improvements

To reduce the underdetermined nature of the design, the two layers of orthogonal
conductive strips could be supplemented by a third orientation or each of the three
layers of conductive strips could be offset by 60°. Alternatively, a less structured
orientation of strips such as layers of randomly oriented strips may help to eliminate
ambiguities related to symmetry, but increase the dif� culty of manufacturing as the
sensor becomes a complicated mesh of interwoven strips. Analysis techniques such as
linear algebra analyses, Bayesian probability analyses and a range of other modelling
and learning algorithms, could be used to better deduce the pressure pro� le. The
analysis module could also incorporate the time series evolution of the tempero-spatial
pattern of changes starting from the initial contact with an object, thus reconstructing
the most probabilistic pressure distribution pattern. The silicon-infused rubber sensory
strips used in the prototype had non-linear electromechanical properties, long relax-
ation times and temperature sensitivity. Alternative materials could be investigated
such as bend-sensitive wires, or capillaries� lled with a conductive gel.

5 Conclusions

Tactile sensing is used in a wide variety of applications. For existing tactile sensing
solutions there is a trade-off between spatial resolution,ßexibility, and manufacturing
cost, and there have been no implementations that resemble the capabilities exhibited in
the human� ngerpad. The system described here, with an overlapping grid of
orthogonal conducting rubber strips, is cost-effective,ßexible and malleable, has no
electrical circuitry in the sensing area and has the potential for spatial resolution similar
to that of the� ngerpad with a reduced number of sensing elements compared to
traditional sensor arrays. Due to its softness, the system has the potential to measure a
three dimensional pressure pro� le and may be used to analyse the shape of an object.
The sensor may be incorporated into robotic grippers, smart prosthesis and haptic
interfaces to provide tactile feedback for dynamic gripping and manipulation.
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Abstract. Humans have a high sensitivity and a broad receptive Þeld
in tactile function and the skin performs an important role to propagate
mechanical stimulation to mechanoreceptors. Previously, a Þnite element
analysis using a skin model with collagen Þbers revealed that the collagen
Þbers disperse stress concentrations in subcutaneous tissue. Thus, this
paper presents the development of a soft tactile sensor having a structure
of the subcutaneous tissue composed of adipose tissue and the collagen
Þbers by using urethane resins. As a sensing element, the compression
of the adipose tissue part occurred by deformation on the sensorÕs sur-
face is measured by using the water level. A response of the proposed
sensor is compared with a response of a sensor having a conventional
uniform structure. The results indicate that the proposed sensor has a
broad receptive Þeld maintaining a high sensitivity as compared with the
uniform sensor.

Keywords: Collagen Þber · Subcutaneous tissue · Tactile sensor ·
Broad receptive Þeld

1 Introduction

Humans have a high sensitivity and a broad receptive “eld in tactile function. In
the tactile function, the skin performs an important role to propagate mechan-
ical stimulation to mechanoreceptors. Human skin consists of three layers of
epidermis, dermis, and subcutaneous tissue. In addition, a glabrous skin has
“ngerprints on the skin surface and dermal papilla is located between the epi-
dermis and the dermis. Mechanoreceptors are located in speci“c area in the skin
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[1,2]. Pacinian corpuscles are located in small numbers in the subcutaneous tis-
sue, which is the deepest and softest layer of human skin, and cover the broad
receptive “eld with the high sensitivity.

When the mechanical function of the human skin is revealed, it can give
knowledge about an e�ective structure for the development of tactile devices like
sensors and displays. Some tactile devices based on the human skin have been
developed. For example, biomimetic tactile sensors which have “ngerprint-like
ridges have been developed [3…5]. The “ngerprints enhance curvature discrimi-
nation and roughness perception. In other examples, Kikuuwe et al. developed
the tactile contact lens which has a structure similar to the epidermal ridges [6].
By the lever mechanism, the tactile contact lens enhances haptic perception of
surface undulation. Epidermal ridges have the same e�ect for mechanoreceptors
as the lever mechanism. Furthermore, a biologically inspired tactile sensor based
on features of a “ngertip skin and Meissner corpuscles was developed [7]. These
studies have focused on the epidermis and the dermis located in the shallow part
of the skin. They have not focused on the subcutaneous tissue located in deep
part of the skin. In many studies, the subcutaneous tissue has been modeled as
a uniform elastic body. On the other hand, we observed cross-sectional samples
of monkey “ngers and presented that the subcutaneous tissue has a nonuniform
structure which is composed of adipose tissue and collagen “bers [8].

When the subcutaneous tissue was uniform as seen in previous studies, stress
concentrations occur in a local portion of the subcutaneous tissue [9], and the
stress concentrations are not propagated to a deep portion of the subcutaneous
tissue. Thus, by using a uniform structure, it seems di�cult to establish both
a high sensitivity and a broad receptive “eld. On the other hand, a “nite ele-
ment analysis using a skin model with collagen “bers revealed that collagen
“bers disperse stress concentrations in the subcutaneous tissue [8]. Therefore,
by using a nonuniform structure composed of adipose tissue and collagen “bers,
it is expected that a soft tactile sensor having a broad receptive “eld while
maintaining a high sensitivity may be developed with a small number of sensing
elements. Mukai et al. developed human-interactive robots which were covered
with a soft rubber having an array of 8 × 8 pressure-sensing elements on the
arm [10]. Conventionally, a lot of tactile sensing elements are required in shallow
portion for the broad receptive “eld. This causes less ”exibility and softness of
the sensor [11].

This paper presents a basic research for the development of a soft tactile
sensor having a nonuniform structure based on the subcutaneous tissue with
collagen “bers. Using urethane resin and silicon rubber, we developed a soft
tactile sensor having a structure of the subcutaneous tissue composed of adi-
pose tissue and collagen “bers. For a comparison with the proposed sensor, a
sensor having a uniform structure was also prepared. As a preliminary test, the
response of each sensor for indentation stimulation was measured by using sens-
ing elements with water. The results indicate that the proposed sensor has a
broad receptive “elds while maintaining a high sensitivity as compared with the
uniform sensor.
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(a) Proposed sensor with the structure
of the subcutaneous with collagen Þbers

(b) Uniform sensor

Fig. 1. Tactile sensors

Fig. 2. Structure of the subcutaneous tissue part in the proposed sensor having sensing
elements

2 Soft Tactile Sensor Having a Subcutaneous Tissue
Model with Collagen Fibers

2.1 Geometry

By observing cross-sections of monkey “ngers, collagen “bers were widely dis-
tributed from the dermis to the distal phalanx in the subcutaneous tissue in
glabrous skin [8]. Collagen “bers wrapped adipose tissue and had a structure
like dividing adipose tissues into some small rooms. Here, collagen “bers are
harder than adipose tissue. Thus, a stress is dispersed in the subcutaneous tis-
sue, in particular, propagating the stress to the deep portion through collagen
“bers. Concerning a sensing element located in the deep portion, this structure
contributes to both a high sensitivity and a broad receptive “eld.

Figure 1 shows a proposed sensor based on the subcutaneous tissue and a
uniform sensor for a comparison. Both sensors consisted of subcutaneous tissue
part and an outer layer on the surface, considering layer construction of the
human skin. Figure2 shows the structure of the subcutaneous tissue part in
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the proposed sensor. As shown in Fig.2, a subcutaneous tissue part consisted of
collagen “bers and adipose tissue. The adipose tissue was made in a regular shape
of hexagon. Collagen “bers and adipose tissue parts were made from urethane
resins with di�erent hardness, and the outer layer on the sensor•s surface was
made from a silicon rubber. Young•s moduli of the collagen “bers, adipose tissue,
and silicon rubber parts were 0.91 MPa, 0.15 MPa, and 1.42 MPa, respectively.
In the uniform sensor, the subcutaneous tissue was made from the urethane resin
used as the adipose tissue part of the proposed sensor. The outer layer was used
from the same silicon rubber.

In addition, two tubes were embedded to each sensor as sensing elements
to detect a compression of an adipose tissue portion as shown in Fig.1. The
tubes were located in a shallow part and a deep part of each sensor at the same
positions. For the proposed sensor, the tubes were embedded to adipose tissue
portions.

(a) Procedure for creating a cavity for water (b) Fixing of the
tube

Fig. 3. Procedure for making the sensing element

2.2 Sensing Element

We made a sensing element capable of detecting omnidirectional compression
generated in the adipose tissue portion, in order to detect the deformation on
the sensor•s surface. In the present study, we tried to use a tube which was
“lled by water. A space “lled by water was made in the adipose tissue and the
tube was connected to the space. When indentation stimulation is given to the
sensor•s surface, the space “lled by water within the adipose tissue portion is
compressed. Thus, a water level rises according to a compressed volume of the
adipose tissue.

The procedure to make the tube for the sensing element is explained by using
Fig. 3. The tube with a rod was prepared for making the space within the adipose
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(a) Before (b) After

Fig. 4. Change of the water level by
indentation to the sensor

Fig. 5. Experimental set-up and
procedure

Fig. 6. Method of measuring the water level

tissue portion. First, the tube was “xed on a mold of the sensor by wires as shown
in Fig. 3(b). By pouring urethane resin into molds of the adipose tissue portion
(hexagon part), the adipose tissue having the sensing elements was made. Then,
the rod was removed. Removing the rod made a cavity corresponding to part (A)
shown in Fig.3(a). Its length was 15 mm. Part (B) shown in Fig. 3(a) was “xed
by the urethane resin and its length was 10 mm. The outer diameter of the tube
was 3.1 mm and the rod 1.8 mm. Figure4 shows the change of the water level
caused by an indentation stimulation on the sensor•s surface. Sensing elements
were also made in the subcutaneous part of the uniform sensor in the same way.

3 Evaluation Test

3.1 Experimental Set-Up and Procedure

Figure 5 shows an experimental set-up for evaluating the sensor output for stim-
ulation on the sensor•s surface. As shown in the Fig.5, cylinders were arranged
at equal intervals of 9� . The perpendicular indentation to the sensor•s surface
was applied at the depth of 3 mm by a rigid rod. The rod has projections with
both sides. Therefore, the same indentation depth was provided to the surface
at each interval. The change of the water level was taken by a video. Before and
after the indentation stimulation, the water level was recorded by using a ruler
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Fig. 7. Change of the water level in each sensing element of the proposed sensor and
the uniform sensor

in the images as shown in Fig.6. Then, the sensor output was calculated from
di�erence of the measured water levels for each sensor element. The experiment
was conducted “ve times for each interval.

3.2 Results

Figure 7 shows the change of the water level on each sensor for indentation stim-
uli. The horizontal axis shows the angle from the center of each sensor. The
average of measurements and its standard deviation for each interval are pre-
sented in Fig.7. In the present study, relative di�erences in responses between
the shallow portion and the deep portion were compared. In Figs.8 and 9, each
value was normalized by average at 0� in the shallow portion for each sensor. In
Fig. 8, a tendency in the shallow portion of each sensor response was almost sim-
ilar. However, regarding the deep portion, the sensor with collagen “ber showed
a high response within a wide area, as compared with the uniform sensor, as
shown in Fig.9.

3.3 Discussion

Regarding the sensing element in the deep portion of the uniform sensor, whereas
the responses were risen gently toward a center of the sensor•s surface, the
responses presented relatively low values. This result shows the general e�ect
of a spatially low-pass “ltering by uniform elastic medium. On the other hand,
the responses in the deep portion of the proposed sensor were higher around the
center of the sensor•s surface than responses of the uniform sensor. The results
indicate that the adipose tissue in the deep portion of the proposed sensor was
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deformed more greatly than the deep portion of the uniform sensor. This is con-
sistent with the “nite element analysis which showed that the structure with
collagen “bers propagates stress generated by the deformation on skin•s surface
to deep portion [8]. Compared with the uniform sensor, the results show that
both the high sensitivity and the broad receptive “eld can be established in the
proposed sensor.

Fig. 8. Normalized change of the water level on each sensing element of shallow portion

Many studies which aim a realization of tactile function like the human skin
have been continued. A realization of the broad receptive “eld while maintaining
the high sensitivity generally requires a lot of sensing elements. Embedding a
lot of sensing elements also establishes a high spatial resolution. When sensing
elements are embedded, it•s necessary to embed a lot of electrical wirings into
the elastic body. Therefore, ”exibility and softness of the sensor are reduced
[11]. However, a high spatial resolution is not always required. In the human
skin, whereas “ngertips have the high spatial resolution, other many parts don•t
have such a high spatial resolution [1]. Therefore, as compared with humans,
embedding a lot of sensors gives too high sensitive in the spatial resolution when
only a broad receptive “eld is required. By using the proposed sensor, it seems
that a small number of sensing elements are embedded in deep portions of the
sensor and the sensor has the broad receptive “eld while maintaining the high
sensitivity. And an amount of electrical wirings could be reduced.

In this paper, the water level in the tube was used as a parameter of the
sensor•s response. The tubes were jutted out of each sensor. These elements and
method are not suitable to a practical use like a robot•s skin. For future appli-
cations, it is necessary to embed sensing elements completely and convert the
response to an electrical signal, for example by using pressure sensors having a
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Fig. 9. Normalized change of the water level on each sensing element of deep portion

similar sensing mechanism. Furthermore, Pacinian corpuscles in the human sub-
cutaneous tissue have a broad receptive “eld while maintaining a high sensitivity
for vibrotactile sensing. Response characteristic of the proposed sensor will be
also investigated for vibrotactile stimulations. In addition to experiments, a “nite
element analysis of the structure of the proposed sensor will provide optimization
and improvement for the proposed sensor.

4 Conclusion

We made a soft tactile sensor having the structure of the subcutaneous tissue
composed of adipose tissue and collagen “bers by using urethane resin. As a
sensing element, the compression of adipose tissue part occurred by the defor-
mation on sensor•s surface was measured by using the water level. We compared
the relative response in shallow portion and deep portion between the proposed
sensor and the uniform sensor. The results demonstrated that the proposed sen-
sor has the broad receptive “eld while maintaining the high sensitivity compared
with the uniform sensor. In future work, the sensing element will be improved
for using in practical applications.
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Abstract. When landing a plane, pilots could face several landing illusions that
are accentuated at night or in a featureless environment. In the current study, we
compare participants landing trajectories in a featureless environment with and
without haptic feedback. We asked the participants to land a virtual object
during featured (F+) and featureless night conditions (F� ); with (H+) and
without haptic feedback (H� ). The results showed that the haptic feedback
facilitated lateral and up-down movements. This bene� t was less evident
between the visual conditions suggesting that participants were relying on haptic
cues during the task. This attentional shift could reduce visual illusions during
night landings, where they are accentuated by the fact that experienced pilots
rely mainly on visual inputs.

Keywords: Landing illusions� Haptic feedback� Featureless environment

1 Introduction

During normal and high visibility conditions, such as daylight or clear skies, pilots rely
not only on the cockpit instruments but also on out-the-window views that give visual
cues pertaining to the speed, altitude, glide angle, and features in the environment that
allow for proper landing approaches [1, 2]. At night, these environmental cues are
diminished or absent, and pilots have to rely on, and are extensively trained to use, their
instrumentation to successfully land an airplane [3]. Nevertheless, pilots still use their
visual sense, creating opportunities for perceptual illusions to affectßight performance.

One common visual illusion in aviation is the Featureless Terrain Illusion (FTI) [2],
in which pilots dangerouslyßy toward the runway by engaging in a low approach. The
illusion occurs when approaching over water, night landing, or snowy areas. Another
illusion that is linked directly to night landing and featureless environment is the
Black-Hole Illusion (BHI) that occurs during nighttime� nal approaches over water
without stars or moonlight, or when approaching a lighted runway surrounded by
unlighted terrain and without being able to see the horizon. The pilots perceive them-
selves as being upright and the runway to be tilted and sloping upward. In other words,
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the illusion occurs under circumstances when pilots do not have access to visual cues to
help orient themselves relative to the earth. Figure1 (right) illustrates what a pilot may
end up perceiving in the absence of horizon during night landing. In an attempt to
compensate for the lack of environmental cues during night approaches, pilots use cues
from the lighted runway, which often results in an approach that is too low and too
aggressive, creating a glide path overestimation (GPO) [3–6]. This GPO, in turn, leads
to inappropriately steep or tilted descents, and accounts for over 75 % of landing and
approaching aviation accidents [7].

Although the perceptual underpinnings of these illusions are not completely
understood, several theories have been advanced [8–10]. What these theories have in
common is that they recognize that they are worsened by experienced pilots’ inap-
propriate reliance on their visual inputs, such as visual perspective and views of runway
slope and width during night landing instead of their cockpit instruments [8, 9].

One contributing factor to these illusions is the lack of horizon cues when
approaching the runway, which leads the pilot to assume that the aircraft is stable
during the approach. In the current study, we explore whether the addition of sup-
portive haptic feedback helps in compensating for the absence of the horizon in a
minimalist environment during approach. If haptic feedback is useful in straightening
up a ßying object and lining it up with the horizon, it could become an important
ingredient in addressing problems caused by the landing illusions.

2 Haptic Feedback to Compensate for Spatial Disorientation

Pilots go through extensive training. While the training’s main objective is to gain
ßying experience, the training also enables pilots to become familiar with the many
possible visual illusions that exist in modern aviation. A particularly insidious conse-
quence of such illusions is spatial disorientation, being unable to determine the body
position in space, when visual information is distorted or lost [10]. Several solutions
have been suggested to overcome and reduce these effects, such as visual guided
simulations and night vision displays [11–13] auditory/verbal cues [14], as well as
tactile stimulation [3, 14–16].

Fig. 1. (left) the actual environment, (center) the perceptual information, (right) the possible
interpretation by the pilot (Inspired by [9]).
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Concerning the haptic sense, both tactile and force feedback have been introduced
successfully to help the pilots duringßight. For instance, The United States Army
developed the Tactile Situation Awareness System (TSAS), which consists of a vest
that delivers vibrotactile stimulation on the trunk to provide altitude, location, and
navigational information to the pilot [17–19]. van Erp et al. used a similar vest with
tactile feedback to the torso during aßight simulation task and reported that tactile
stimulation could help prevent spatial disorientation [15].

Tactile belts can help with waypoint navigation in helicopter pilots. The authors
showed that the use of the tactile display can be quickly learned and that it was effective in
guiding pilots towards their waypoints [20]. Moorehead et al. showed that tactile stim-
ulation does not interfere with visual tracking and can therefore be bene� cial for pilots
when they are facing a high cognitive load. They also showed that pilots’ tracking reaction
times were twice faster as opposed to having only visual feedback. The authors suggested
that tactile stimuli could be used to cue attention when a tracked object is lost [3].

Other research investigated how spatial and directional information can be deliv-
ered through tactile devices worn on the arm or leg when navigating toward a speci� c
target [14]. The authors showed that participants were faster in rotational tasks (turn
the arm into a speci� c direction) with vibrotactile feedback than with verbal feedback,
while an opposite trend was observed in translational tasks (move the arm into a
speci� c target); i.e. verbal cues offer faster reach-to-target results comparing to
vibrotactile cues. As an alternative to tactile vests and wearable devices, it is possible to
deliver tactile and/or force feedback regarding the plane orientation and direction
directly to the control column (wheel) [21, 22]. In the current study, we explored the
possibility of using force feedback to guide landing a virtual object when no infor-
mation is available about the environment or the horizon, with the runway being the
only information available to the user.

3 Pilot Study

For this pilot study, we developed a virtual landing task to assess participants’ per-
formance while landing aßying object in a featureless environment that provides no
information about the horizon. Participants landed a virtual stylus on a speci� c target
on the runway using a haptic device. We also used a featured night landing condition
that provided information about the horizon. We expected haptic feedback to enhance
glide path accuracy for the lateral (left-right) and vertical (up-down) directions com-
pared when no haptic feedback is provided. Since the forward movement of the stylus
was controlled by the simulation, we did not expect to see any differences between the
conditions along the anterior-posterior axis.

Participants. Sixteen participants (9 females and 7 males) aged between 18 and 43
(mean = 24, SD = 7.97) took part in this experiment. They were all students from
Northern Michigan University and received partial course credit for their participation.
None of them had any previous experience with a haptic device. Participants gave their
informed consent before participating and the procedures were approved by the
Institutional Review Board.
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Apparatus and Stimuli For this experiment, we used the PHANToM OMNI (now
Geomagic) with a 6 DOF [23]. The virtual environment was developed using
H3D API, an open source software with OpenGL standards and was displayed on a 23
inch monitor. The haptic feedback gets stronger when participants deviate from the
center, which consisted of feeling a force pushing them back toward the center, inciting
them to correct their trajectory. Data were collected at a sampling rate of 50 Hz. The
center is represented by the red cross in Fig.2. For the lateral directions getting far
away from the center increases the haptic force feedback gradually from 0 to 3.3 N. For
the up-down directions, a force is delivered if the stylus cursor gets outside the blue
outline. It is important to point out that the red cross and the blue outline are only
shown here for purpose of explanation; they do not appear in the actual experiment.

Procedure After reading the instructions and providing informed consent, participants
were seated comfortably in a chair at a distance of 60 cm from a computer screen
where the virtual environment was displayed. They were instructed to place their right
hand on the Phantom’s stylus to complete a training task consisting of interacting with
a tower of blocks. The purpose was to understand how the haptic force feedback is
activated when in contact with virtual objects. Next, participants were asked to com-
plete two practice trials to become acquainted with the virtual environment; they were
instructed to try to keep a straight trajectory when landing the virtualßying stylus
guided by the end-effector of the Phantom Omni.

After the training session, participants were instructed to land theßying cursor on a
target location (yellow pad in Fig.2) on the runway. Because movement along the
z-axis (i.e., distance traveled) was computer-controlled and no haptic feedback was
provided on the landing surface (blue outline), the yellow pad served as an indicator to
the end of the trial when participants made contact with the target location which
correspond to the touch-down with the landing surface.

The experimental design followed from the combination of two factors: Scenario
(whether there were visible features or not) and Haptic Feedback. The resulting four
conditions were: (1) featured night with haptic feedback (F+H+); (2) featured night
without haptic feedback (F+H� ); (3) featureless night with haptic feedback (F� H+);

Fig. 2. Virtual runways scenarios without features (F� ) (left) and with features (F+) (right). The
yellow pad is the landing target. The blue outline and the red cross are only displayed for
explanation purposes (Color� gure online)
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and (4) featureless night without haptic feedback (F� H� ).The four counterbalanced
conditions were presented using an ABCD-DCBA scheme in which each participant
completed a total of 16 trials (each condition presented four times). There were no time
constraints and the virtual trajectory was recorded for each trial. We hypothesized that
the haptic feedback improves landing accuracy in both featured and featureless night
conditions.

4 Results

Figure3 shows an exemplary trajectory from one participant for an arbitrarily chosen
trial (without haptic feedback). From the trajectories we calculated three performance
measures: Task completion time; the lateral variability (i.e., left-right movement); and
vertical variability (up-down movement). Variability was determined by calculating the
root-mean-square of the movement along the corresponding cardinal axes.

The main results are shown in the left column of Fig.4. Each measure was ana-
lyzed with by 2 (Haptic Feedback: Yes vs No)× 2 (Scenario: Featured vs Featureless)
repeated measures ANOVAs. For completion time the main effect of Haptic Feedback
was signi� cant (F (1, 15) = 30.16, p < 0.001,� 2 = 0.67), but the main effect of
Scenario and the interaction were not (both F’s < 1). For the left-right movement the
main effect of Haptic Feedback was signi� cant (F (1, 15) = 5.84, p = 0.029,
� 2 = 0.28), but neither main effect of Scenario (F (1, 15) = 2.89, p = 0.110) nor the
interaction (F (1, 15) = 1.82, p = 0.20) were signi� cant. For the up-down movement
the main effect of Haptic Feedback was signi� cant (F (1, 15) = 43.64, p < 0.001,
� 2 = 0.74), but neither the main effect of Scenario nor the interaction were signi� cant
(both F’s < 1).

Fig. 3. Illustrative example of an individual trajectory; all units are in pixels. The middle and
right panels show the same trajectory showing movement along the left-right axis and along the
up-down axis, respectively.
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5 Discussion

Overall, the haptic feedback was effective in supporting the virtual landing task; pro-
ducing an improvement across all performance measures, which suggests that the haptic
feedback helped in keeping the trajectory close to the center. Nevertheless, its effects
were not uniform. Haptic feedback was more effective for up-down movements than for
left-right movement. This was evident in considerably larger statistical effect sizes (� 2).
In addition, inspection of the individual results revealed that, while there were several
individual cases where haptics actually led to worse performance in the left-right
measure, for the up-down measure there was improvement in virtually all cases.

Interestingly, the absence or presence of visual features had no substantial effect on
performances. Only in the variability in movement in the left-right direction, did we
observe a small difference in the bene� cial effects of haptic feedback. Speci� cally,
performance bene� ted from haptic feedback in the scenario without features, but not
with features. It is possible that participants relied more on the haptic feedback when
available in conjunction with visual inputs. Because landing illusions-related crashes
are due to pilots inappropriately relying on their visual sense, the haptic feedback could
be a means for balancing the focus of attention between the visual and haptic
modalities. This in turn could result in a gentle and less aggressive touch-down.

6 Limitations

This study employed a rudimentary VR environment. While the choice was a practical
one, it meant that we were faced with a number of technical restrictions which qualify
the conclusions that we can draw from the results. One such limitation is that forward
movement was under the control of the simulation. This direction is important as it will
give additional and precious information on the glide path that is usually too low when
the pilot is experiencing the BHI or FTI. Follow-up work should make this movement
dependent on the users’ movements.

Fig. 4. Group mean (and S.E.M.) for the three performance measures. Inserts show individual
results comparing performance with haptic feedback vs. without haptic feedback.
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We did not� nd the expected difference between the two visual feedback scenarios.
One possible source for this null effect could be the presence of the yellow target on the
landing strip. This might have given some indications about the horizon, irrespective of
whether features were available or not. For follow up experiments we are planning to
add runway lights, changing the width of the runways, and remove the yellow target.

Our setup did not take into account aircraft vibrations [24]. It remains to be seen
whether the presence of such vibrations could act as a masker for the haptic feedback,
thereby rendering it less effective, or even entirely ineffective. In other words, the
haptic feedback could potentially be barely noticeable. That said, without any addi-
tional vibrations, the haptic feedback seems effective and additional studies need to be
performed in a fully immersiveßying simulator that incorporate vibrations from the
aircraft and the environment in order to validate these� ndings.

In general, in order to gain a more comprehensive understanding of the potency of
haptic feedback during a landing task, and its ability to counter inadvertent effects of
visual illusions, more realistic immersion is desirable.

7 Conclusion

Landing illusions are common with serious consequences. It is therefore of consider-
able importance to not only understand the perceptual basis of these illusions better, but
to develop modes of assistance that support or guide pilots under circumstances that are
conducive to creating the illusion. Although our minimalist environment does not
simulate directly these illusions, the results could be extended to a more elaborated
environment in the future if the hypothesis related to the lack of environmental cues
during landing proven to be responsible for their effect. This pilot study demonstrates
the potential bene� t of haptic feedback in reducing the consequences of landing illu-
sion; and to our knowledge, is the� rst study to do so. While the VR scenario was
simple, our� ndings could be bene� cial to future investigations on landing illusions.
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Abstract. Actuator density is an important parameter in the design of
vibrotactile displays. When it comes to obstacle detection or navigation
tasks, a high number of tactors may provide more information, but not
necessarily better performance. Depending on the body site and vibra-
tion parameters adopted, high density can make it harder to detect tac-
tors in an array. In this paper, we explore the trade-o� between actuator
density and precision by comparing three kinds of directional cues. After
performing a within-subject naive search task using a head-mounted
vibrotactile display, we found that increasing the density of the array
locally provides higher performance in detecting directional cues.

Keywords: Haptic interaction · Tactile display · Head stimulation

1 Introduction

Vibrating stimuli are broadly used when it comes to tactile communication sys-
tems [10]. By using vibration motors, it is easy to construct tactile displays
that can be worn in di�erent parts of the body to support tasks like locomo-
tion, orientation, and obstacle detection [3]. For such tasks, the design of the
tactile interface follows a •tap-on-shouldersŽ approach. This approach can be
exempli“ed by a vibrotactile sensation displayed on the side of the user•s body
that is facing a particular target or object. So, the information conveyed by the
vibrating signals is explicit, as the sensation directly evokes the behavior [7].
However, the precision on localizing an object depends on the granularity of the
information. When it comes to designing vibrotactile displays, actuator density
is an important parameter [17]. And when a high density is needed, only certain
body parts have a su�ciently high spatial resolution [ 3].

The skin on the head is known to be one of the regions of the human body
most sensitive to mechanical stimulation [14]. Thus, there are studies wherein
vibrating actuators are attached to hats, glasses, helmets, and headbands to be
used as Tactile Head-Mounted Displays [14]. However, the skin on the head is far
from being homogeneous. The glabrous skin of the forehead, for instance, o�ers
c� Springer International Publishing Switzerland 2016
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Fig. 1. The three modalities of directional cueing. The 45 � modality is the baseline
condition; Commonly, the density of the array is increased to reduce the angle covered
by each tactor in this modality. The 15 � is a proposed condition to increase precision
without manipulation of vibration parameter and array density. The Tactile Fovea
condition is a second proposal to achieve higher precision by locally increasing the
array density.

much more acuity than the hairy occipital and temporal regions [12]. Therefore,
studies exploring vibrotactile localization around the head recommend the use
of lower density arrays, composed by four or “ve tactors [4]. Unfortunately,
lower density tactile arrays are usually less informative. There might be cases in
which more motors could provide better performance and usability [9,16]. Thus,
the trade-o� between actuator density and performance still demands optimal
solutions for head stimulation.

One way to support more precise selection with a lower density tactile
array would involve modulation of vibration parameters, such as frequency and
rhythm [ 13,18]. However, most commonly used actuators do not provide sat-
isfactory control over hardware parameters [11]. In those cases, it is hard to
have proper control over the output stimuli and, consequently, over perceptual
responses. In this work, we explore alternatives to provide more precision for
target detection, keeping the frequency and magnitude of stimulation “xed. We
compare a conventional design made with tactors placed on the user•s head on
cardinal and collateral points, each one covering an angle of 45� around the user,
with two di�erent alternatives for higher precision. In one alternative, we reduce
the angle covered by each tactor to 15� , keeping the array density homogeneous
but leaving zones without vibration between them. In the second alternative,
we increased the array density only on the forehead, where each tactor covers a
range of 15� , while the remaining tactors still cover 45� each. The latter condition
provides a localized magni“cation that we call •Tactile FoveaŽ1 (see Fig.1).

We hypothesize that the lower range in the 15� condition would slow down the
detection of the target, but make it more precise than the 45� baseline. However,
the e�ect of the spaces between the tactors on user experience is unpredictable.
It could either provide a better user experience since the vibrations would not
be continuously activated, or increase workload since the spaces between the

1 Such metaphor is also used to explain the behavioral focus of the star-nosed mole•s
snout. The snout of the star-nosed mole (Condylura cristata ) has a •foveaŽ at the
center, used for detailed explorations of objects of interest [2].
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tactors are not informative. In this context, the Tactile Fovea could be a good
alternative to the 15� condition. We then hypothesize that the Tactile Fovea
would be less restrictive as it provides a wider •“eld of touchŽ2 than the 15� for
each tactor. Therefore, the Tactile Fovea would allow faster detection and less
workload than the 15� condition.

To assess those haptic modalities, we performed a within-subject experiment
aimed at pointing directions by head motion. After presenting the design of
our experimental setup and results, we discuss the characteristics of each tactile
modality and their application to head stimulation.

2 Methods

We wished to understand the link between an active pointing task, where the
head must be aligned to speci“c spatial directions, and the optimal amount
of tactile information to achieve it. Therefore, we performed a within-subject
assessment with the three tactile modalities (45� , 15� , and Tactile Fovea) and
the “ve frontal positions (W, NW, N, NE, and E) as independent variables.
Each subject, using a head-mounted vibrotactile display, had to “nd a set of
virtual targets following the directional cues provided by each modality. Then, we
assessed accuracy, reaction times, precision and workload as dependent variables.

2.1 Subjects

Twelve subjects participated voluntarily in the study (seven males and “ve
females). Their ages ranged from 27 to 37 years (M = 31, SD = 4.1). Their
handedness was assessed with an Edinburgh Handedness Inventory [5] and two
subjects were shown to be left-handed. Five subjects had long hair; Five had
short hair, and two were bald. Two subjects reported having a scar on the back
of the head. The placement of the headband did not cover the mentioned scars.
One subject reported having a light exfoliation issue. No subject reported having
hearing loss. The demographic information was taken into consideration in the
assessment of the dependent variables.

2.2 Apparatus

We built a vibrotactile headband with seven electromechanical tactors controlled
with an Arduino Mega ADK board and seven Adafruit DRV2605L haptic con-
trollers (see Fig.2). Each tactor - 10 mm Linear Resonant Actuator, 4 mm type
(C10…100 Precision Microdrives) - was attached to a piece of Velcro to be eas-
ily worn around the head. Five tactors were placed at equal distance from the
center of the forehead over the Cardinal (West, North, and East) and Collateral
points (NW and NE). The remaining two tactors were placed on the forehead to

2 Therm used by Jan van Erp to contrast the range covered by a tactile array and the
human “eld of view [ 6].
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Fig. 2. Vibrotactile headband. The tactor •NŽ was centered on the subject•s forehead
while the tactors •WŽ, •NWŽ, •NEŽ and •EŽ were equally spaced from midline to ear
line. Two other tactors were added to compose the Tactile Fovea on forehead.

be used during the Tactile Fovea condition. They were set 5 mm apart from the
central tactor to convey more precise information about the target in the North
position.

2.3 Task and Stimuli

Each subject ful“lled a demographic questionnaire before starting the experi-
ment. After wearing the headband, each subject had to perform a naive search
task looking for virtual targets on the azimuthal plane. Each target was virtu-
ally placed in a “xed direction related to the subject. In the beginning of each
trial, marked by a beep, the tactor facing the target position started vibrating
indicating its position. Subjects were asked to turn their faces towards the vir-
tual target until they could feel that the vibration moved to the center of their
forehead. They were requested to be fast and precise. Once they reached the
correct position, with the central tactor vibrating, they should press a button to
register their answer (see Fig.3).

As shown in Fig.3, the location of the vibrating stimuli was dynamically
updated in function of head motion. For example, a target at -45� would initially
activate the tactor facing NW. Then, as the subject moves the head towards the
target direction, the other tactors are activated until it gets to the central tactor.
Subjects performed the task seated on a not swivel chair, so they had to turn
their heads to face the target instead of turning their whole bodies. Subjects

Fig. 3. Each trial started with a beep (3000 Hz, 500 ms). Then, subjects had to turn
their heads to face the virtual target (T). When they could feel that the vibration
moved to the center of their forehead, they should register their answer by pressing a
button.
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kept their eyes closed for better concentration. They also wore earphones to
hear the beep that marked the start of each trial, and a pink noise to attenuate
the humming noise of the tactors. They were allowed to ask for a break at any
time. Accuracy was calculated based on the detection of the correct position
of each virtual target, when subject was facing the target. Reaction times were
calculated from beep onset at the moment the answer button was pressed.

Each vibration was delivered at 175 Hz. For each direction (W, NW, N, NE,
and E), there were ten repetitions. Therefore, 150 trials overall. The position
of each virtual target within the set of possible directions was displayed ran-
domly across each session. Each session concerned to one modality of directional
cueing. The sessions were counterbalanced with a 3× 3 Latin Square. Between
sessions, the subject also had to “ll out a NASA Task Load Index (NASA TLX)
questionnaire [8] to self-judge their task load. The NASA TLX is a two-part
evaluation procedure. First the subject has to evaluate the contribution of each
of six factors to the workload of the task, then rate the magnitude of the load on
each factor. The process was repeated for each modality of directional cueing.
The whole experiment took on average 30 min.

2.4 Data Acquisition

Continuous acquisition of head orientation was made using a Vicon MX motion
capture system. Three re”ective spherical VICON markers (A, B, and C) of
12.5 mm each were attached to the vibrotactile array (see Fig.4). The markers
were automatically labeled in real-time by VICON Nexus (version 1.8.5). Marker
A was always centered on the forehead while MarkerB was centered on the
back of the head for each subject. The orientation of the vector fromB to A
represented the orientation of the head.

Precision values corresponded to the angle between the head orientation and
the target direction vectors. The positions of the VICON markers were acquired

Fig. 4. Three re”ective markers were attached to the vibrotactile array (a). Marker
C was added to compose the tracked model, while A and B were used to get the
orientation of the head (b). The angle between the head orientation and the target
direction corresponded to the precision of the selection.
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in real-time via the VICON DataStream SDK (version 1.5) by the laptop that
controlled the vibrotactile array. The commands sent to the array to support
the target detection were calculated according to the positions of the markers
on the head of the subject.

3 Results

We tested the three modalities of directional cueing (independent variable) on
accuracy, reaction time, and precision (dependent variables) in the pointing task.
We also tested each speci“c pointed spatial direction on the dependent variables.
The e�ect of the independent variables on the dependent ones was evaluated by
One-Way ANOVA and posthoc Tukey analysis. It was not found an e�ect of age,
sex, handedness, or hair density on subject•s performance.

As we hypothesized, One-way ANOVA test revealed a signi“cant e�ect of
tactile modality on precision scores (F(2, 177) = 42.3060, p< 0.0001). Precision
for the Tactile Fovea condition was signi“cantly higher than that for 45 � (p <
0.01). In addition, precision for the 15� condition was signi“cantly higher than
both 45� (p < 0.01) and Tactile Fovea (p < 0.01). 45� was the less precise
condition. In addition, when it comes to accuracy (F(2, 177) = 3.2556, p =
0.0396), 45� condition was signi“cantly lower than the Tactile Fovea (p < 0.05),
as shown in Fig.5.

However, the wider angle of the 45� condition not only provides less preci-
sion. It also allows subjects to be faster in this condition. Reaction times had
a signi“cant e�ect (F(2, 177) = 5.0995, p = 0.0072), with the 45 � being signif-
icantly faster than the 15� (p < 0.01), with the latter being the slowest. As we
hypothesized, the lower range in the 15� condition slows down the detection of
the target but also makes it more precise than the 45� baseline.

Fig. 5. In (a) 15 � was the more precise (M = 3.7, SE = 0.1), followed by TF (M = 6.1,
SE = 0.5), and 45� (M = 8.9, SE = 0.9). In (b) Tactile Fovea did not present di�erence
in RT (M = 2078.1, SE = 226.2), but the 45 � (M = 1650.9, SE = 173.6) was faster
than the 15� (M = 2218.1, SE = 212.4). (c) 15 � did not signi“cantly di�er from the
others in accuracy (M = 98.3, SE = 0.5), but accuracy for 45 � (M = 95.5, SE = 2.7)
were much lower then for Tactile Fovea (M = 99.5, SE = 0.3).
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3.1 Precision vs Reaction Times

Precision in detection of target positions signi“cantly predicted reaction times in
45� (b = 86.2190, t(58) = 4.5041, p < 0.0001) and Tactile Fovea (b = 143.3859,
t(58) = 3.9906, p < 0.0001). Precision also explained a signi“cant proportion of
variance in reaction times for 45� (R2 = 0.2464, F(1, 58) = 20.2872, p = 0.0001),
and for Tactile Fovea (R2 = 0.2019, F(1, 58) = 15.9249, p = 0.0004). Figure6
shows Tactile Fovea between the 45� and 15� conditions. Since Tactile Fovea is
more informative than 15� , it allowed users to select directions with both high
and low precision. The 15� condition is restrictive and, therefore, more precise.

Fig. 6. There was a signi“cant di�erence in correlation coe�cients between 45 � and
Tactile Fovea (p < 0.05), and between Tactile Fovea and 15� (p < 0.001). The later
took much more time to achieve the reported precision.

3.2 Target Position

For all conditions, the position of the targets around the subject and reaction
times were strongly correlated (r(180) = 0.4342, p< 0.0001). It took more time to
select targets far from the central position. The selection of peripheral targets was
also performed with less precision. We tested the “ve sets of direction (W, NW,
N, NE, and E) looking for di�erences in accuracy, reaction times, and precision.
According to Shapiro-Wilks test, distributions were not Gaussian. Therefore,
based on the number of samples, Friedman test was used with posthoc Wilcoxon
analyzes.

There was a signi“cant e�ect of target position on precision scores for the
45� condition (Fr(4) = 20.4667, p = 0.0004) (see Fig.7). Precision in pointing to
targets on the North was signi“cantly higher than pointing to targets placed at
West (Z = 3.0594, p = 0.0022) and East (Z = 2.8241, p = 0.0047). The higher
errors and lower accuracy for selecting targets on West and East positions are
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Fig. 7. Target position had a signi“cant e�ect on precision for 45 � (a), and on reaction
times for all conditions (b). However, it did not show e�ect on accuracy (c).

intrinsic to the nature of the stimuli. Subjects can only perceive the virtual object
as being in front of them when the frontal tactor is triggered. Such vibration
could start even before the complete movement of the head, at maximum 22.5�

for the 45� condition, which gets more evident for West and East positions.
Such results highlight the problems in using tactors to cover wide angles in low
resolution tactile arrays.

A signi“cant e�ect of target position was also found on reaction times for
the 45� condition (Fr(4) = 34.0667, p < 0.0001), for the 15� condition (Fr(4) =
27.5333, p< 0.0001), and for the Tactile Fovea condition (Fr(4) = 27.5333, p<
0.0001). Reaction times for detection of targets on the North were signi“cantly
lower than West and East across conditions (see Fig.7). Since the subjects per-
formed the detection task seated on a chair, they frequently faced North. Thus,
it is expected that subjects would take more time to move their heads to select
targets far from North. Such result concerns only movements in the horizontal
plane as the subjects did not moved their heads signi“cantly out of the azimuthal
plane into the elevation plane.

3.3 Workload

Figure 8 shows the result of the NASA TLX for each tested condition. We
hypothesized that the 15� condition could increase workload since the spaces
between the tactors are not informative. In fact, by using the 15� condition,
subjects had to be more active in the search for the virtual target. At the begin-
ning of the trial, if the subject•s head were not aligned with the initial position of
the virtual target, the subject would not know the direction unless he/her search
for it. Moreover, the subject had to move the head more, until the virtual object
was found inside the short angle of 15� . Therefore, 15� yielded higher means for
di�erent factors and for the general workload. However, the di�erences between
conditions were not signi“cant. Moreover, subjects did not report any frustration
or unpleasantness due to the intensity or sound of the tactors.
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Fig. 8. NASA TLX scores for each factor and for workload in 45 � (M = 43.3, SE =
3.9), 15� (M = 52.2, SE = 3.1), and Tactile Fovea (M = 47.6, SE = 3.2). (Color “gure
online)

4 Discussion and Conclusion

In the literature about tactile guidance, it is not uncommon to “nd the assess-
ment of vibrotactile arrays with di�erent densities. Tactile devices made of 4, 6,
8, 12, even 16 tactors are made to cover a wide region around the user with more
detail [3,15]. However, although some authors agree that the system should use
very high spatial resolutions to increase haptic device ease of use [1,16], it is not
just about number of tactors [4,6,11]. In this paper, we propose alternatives for
increasing resolution with little or no change in array density. Our contribution
is to validate approaches for directional cueing that can be applied to simple
arrays that need to keep a lower density, or that have limitations in controlling
vibration parameters.

In this paper, we showed that a regular tactor coverage of 45� allows the user
to be fast but not accurate, nor precise. By simply reducing the spatial angle
in which vibration is delivered to 15� , linked to head motion, it is possible to
increase precision. Moreover, by adding just two more motors on the forehead
instead of duplicating the number of actuators on the whole array, it is also
possible to increase precision and accuracy in a detection task. The localized
magni“cation provided by the Tactile Fovea allows a better coverage of the
azimuthal plane, with no blind spots like those in the 15� con“guration.

The spacing of 15� may cause more e�ort in practical applications where
target would be unluckily aligned with the dead spatial zones; The correspondent
visual metaphor would be to fail in watching an object through a keyhole when
the object is not aligned with the observer. This should imply a much higher
search time. The slightly higher temporal demand is con“rmed by signi“cant
higher reaction times for peripheral cardinal positions. Future works will involve
the use of the Tactile Fovea to provide directional cues during motion tasks. We
hypothesize that, with a moving target, the Tactile Fovea will yield even better
scores than the 15� as it continuously presents information about the target.
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Abstract. This study investigated the in”uence of multipoint vibrotac-
tile stimuli on the basis of propagated vibration on the perception of
collision sensation through two experiments. In the “rst experiment, we
measured the vibration waveforms generated by a tennis ball hitting at
the gripped racket, wrist, and elbow. The measured vibrations on the
three positions displayed di�erent pro“les and frequency spectra, which
appeared to be caused by the vibration propagation. In the second exper-
iment, participants evaluated the vibrations reproduced on the basis of
the measured vibration in terms of the display conditions using subjec-
tive evaluation. The results showed that multipoint vibrotactile stimuli
improve the magnitude and size of area of collision sensation compared
with a single-point vibration, and the unnatural condition in which mul-
tipoint stimuli containing recorded and unrecorded waveforms degraded
the reality of reproduced collision sensation.

Keywords: Multipoint vibrotactile stimuli · Vibration propagation ·
Tactile enhancement

1 Introduction

A realistic display method of haptic information is important in many research
topics such as communication devices, medical technology, robotics and virtual
reality. Several types of devices and methods have been developed, and one of
the most frequently employed technologies is the vibrotactile display method.
The magnitude of displayed sensation depends on the maximum output of a
single vibrator, and such relationship appears to lead to the limitation in reality
of sensation.

To improve the magnitude and reality of haptic sensation, we propose a
methodology of expressing vibration propagation using a combination of multi-
point vibrotactile stimuli, as shown in Fig. 1. Some research activities reported
that skin vibration propagates from a touch point such as “nger or hand to the
forearm. Delhaye et al. reported that texture-induced vibration is transmitted
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Collision vibration

Propagated vibration

Reproduction
of collision sensation
based on vibration propagation

Additional vibrators compensate for 
limit of output of single vibrator

Limit 

Limit 
Vibrators

Fig. 1. Multipoint vibrations based on vibration propagation for reproducing collision
sensation

to the forearm from an exploring “nger [1]. Tanaka et al. developed a tactile sen-
sor to measure skin vibration transferred from a contact area [2]. Hennig et al.
measured the propagation of collision vibration when a tennis ball is hit [3].
Thus, vibration waveforms associated with contact were observed at multiple
points on a human body. Our approach is expected to enable this observation,
even though the collision vibration is strong, which transcends the limitation
of single-vibrator performance, as shown in Fig.1. The propagated vibration at
multiple points reproduced by additional vibrators improves the magnitude and
reality of collision sensation.

A multipoint vibrotactile display has been proposed by some researchers.
Israr et al. developed a chair-type tactile display, which provided a two-
dimensional haptic movement sensation arising from an apparent motion by
chair-attached many vibrators [4]. Lemmens et al. developed a jacket-type tac-
tile display to represent several types of tactile patterns using multiple vibra-
tors [5]. However, reproducing the vibration propagation on a human body using
mulitipoint vibrators has yet to be reported.

The present study aims to develop a tactile display method using multipoint
vibrotactile stimuli to express the vibration propagation through two experi-
ments. In the “rst experiment, we measured the vibration at multiple points on
a human body during a tennis shot to understand the di�erences in the vibration
waveforms at multiple points. In the second experiment, participants evaluated
the perceived collision sensation in terms of positional conditions such as single
and multipoint stimulations. The vibration waveforms reproduced in the second
experiment were determined on the basis of the recorded vibration in the “rst
experiment.

2 Experiment 1: Measurement of Propagated Vibration
at Multipoint

In the “rst experiment, we measured the vibration waveforms generated by a
tennis ball hitting at multiple positions on a human body and then indicated the
di�erences in vibration waveforms to understand the characteristics of vibration
propagation.
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Vibration sensor

Tennis
sensor
(For hit position

and velocity)

Fig. 2. Measurement system

2.1 Measurement System

Figure 2 shows the measurement system, which consists of three piezoelectric
vibration sensors (VS-BV203, NEC TOKIN, Japan ) and one tennis sen-
sor (SSE-TN1S, Sony, Japan ). The vibration sensors were taped to the racket
frame, wrist, and elbow. Vibration data were captured at a sampling frequency
of 5 kHz. The tennis sensor was installed at the grip end of the racket to estimate
the collision position on the hitting surface and the swing velocity at the time
of collision.

2.2 Procedure and Task

One tennis-skilled participant volunteered for the experiment and was naive
with respect to the objective of the investigation. The participant hit a tennis
ball thrown by hand by an experimenter. The purpose of the “rst experiment
was to measure the typical waveforms of vibration propagation. Therefore, the
participant was instructed to hit the ball with a forehand stroke, a ”at shot, and
a sweet-spot hitting. The hitting conditions such as hitting position and velocity
were checked by the tennis sensor. The measurement was repeatedly performed
until a waveform of the propagated vibration at the elbow was measured.

2.3 Results

Figure 3 shows the measured vibration waveforms at the racket, wrist, and elbow.
Di�erent magnitudes of propagated vibration were observed at each position.
This study assumes that collision vibration at the contact point transcends the
limitation of a single-vibrator performance, and the propagated weaker vibra-
tions at di�erent points, which are reproduced by other vibrators, improve the
collision sensation. Therefore, the measured waveforms were appropriate under
our requirements (Fig.3).

In addition, Fig. 4 shows that the vibrations at multiple points display dif-
ferent frequency spectra. Because such a di�erence appears to be caused by
the vibration propagation, the recorded waveforms were used to reproduce the
vibration in the second experiment.
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3 Experiment 2: VeriÞcation of the Multipoint Display
Method

In the second experiment, we investigated the e�ect of multipoint reproduction
of the vibration propagation on the magnitude and reality of sensation through
subjective evaluation.

Vibrator

Fig. 5. Display system

3.1 Display System

The multipoint vibrotactile display system is shown in Fig. 5. Three vibra-
tors (Haptuator Mark II, Tactile labs, Canada ) stimulated the hand,
wrist, and elbow as controlled by a microcomputer (Lepracaun SH4, Gen-
eral Robotix, Japan ).

3.2 Procedure and Task

Five participants volunteered for the second experiment and were unknowledge-
able of the purpose of the investigation. First, the participants experienced real
tennis shots. Based on the measurement data from an attached tennis sensor,
an experimenter instructed the hitting position and swing velocity that closely
resembled those in the measurements. Second, the participants experienced a
vibration reproduced by vibrators and then evaluated the perceived vibration
using a seven-point scale using six questions as follows.

Q1. Reality of collision: •To what extent was the perceived sensation similar to
a collision? 1. Not at all ... 7. Very much.Ž

Q2. Magnitude of collision: •How large is the magnitude of the perceived colli-
sion? 1. Very small ... 7. Very large.Ž

Q3. Reality of the tennis shot: •To what extent was the perceived sensation
similar to a tennis shot? 1. Not at all ... 7. Very much.Ž

Q4. Size of the area of the perceived sensation: •How large is area where you
perceived the collision vibration? 1. Very small ... 7. Very large.Ž
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Q5. Hardness: •How hard is the object hit? 1. Very soft ... 7. Very hard.Ž
Q6. Naturalness of sensation: •How natural is the perceived haptic sensation?

1. Very unnatural hit... 7. Very natural.Ž

Collision vibration was reproduced under six types of experimental condi-
tions, as listed in Table1, and each condition was presented to the participants
“ve times in a randomized order. A command value for the vibrator was deter-
mined based on the measured data shown in Fig.3. The maximum command
value was adjusted to the maximum amplitude of the vibration at the racket
position, and the ratios of the maximum amplitude of vibration among the three
positions were maintained.

For a dummy stimulus, the measured waveforms at the racket position were
modi“ed in which the maximum amplitude was matched with that at the wrist
or elbow position. In addition, the traveling time for the dummy stimulus was
de“ned to maintain the di�erences in the traveling time between the racket
and wrist (1.2 ms) and the wrist and elbow (3.0 ms), although such small time
di�erences may be unnoticeable [6].

The participants wore sound insulating headphones playing a pink noise and
a blindfold to mask any auditory and visual cues, respectively.

Table 1. Six types of experimental conditions in terms of vibrating position

Position and vibration type (recorded data or dummy data)

Condition 1 Hand

Condition 2 Hand and wrist

Condition 3 Hand and elbow

Condition 4 Hand, wrist and elbow

Condition 5 Hand and elbow (dummy)

Condition 6 Hand, wrist (dummy) and elbow (dummy)

3.3 Results

Figure 6 shows the evaluation scores for the six questions. In addition, a one-way
ANOVA and a post-hoc Tukey-Kramer test show some signi“cant di�erences
among the six conditions.

Question 1: Reality of collision sensation. The results for Question 1 show some
signi“cant di�erences ( F (5, 144) = 7.6, p < 0.001) among the six conditions as
shown in Fig.6(a). For example, a signi“cant di�erence between conditions 4 and
6 (p < 0.001) is observed, which shows that the perceived reality of collision sen-
sation for the recorded waveforms at the three positions is higher than that of the
vibration with dummy stimulus. In addition, the average value under condition
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Fig. 6. Evaluation scores for question 1 to 6

1, in which vibration was saturated and out of range of vibrator performance, is
high, which shows that the perceived reality of the saturated vibration by single
vibrator was not low.

Question 2: Magnitude of collision sensation. For Question 2, which asks for
the magnitude of collision sensation, Fig.6(b) shows some signi“cant di�erences
among the six experimental conditions (F (5, 144) = 11.81, p < 0.001.) A signif-
icant di�erence between conditions 1 and 4 (p < 0.05) is observed, which means
that the magnitude of collision sensation obtained by multiple vibrators is larger
than that by a single vibrator.

Question 3: Reality of tennis shot. Figure 6(c) shows some signi“cant di�erences
among the six conditions for Question 3 (F (5, 144) = 15.69, p < 0.001.) A
signi“cant di�erence between conditions 4 and 6 (p < 0.001) shows that the
recorded waveforms at multiple points expressed a more realistic tennis-shot sen-
sation rather than the vibration with dummy stimulus. In addition, a signi“cant
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di�erence between conditions 1 and 6 (p < 0.001) is observed, which shows
that the reality of tennis shot for the vibration with dummy stimulus is lower
than that of the saturated vibration by single vibrator.

Question 4: Size of the area of perceived sensation.For Question 4, Fig.6(d)
shows some signi“cant di�erences among the six conditions (F (5, 144) = 36.03,
p < 0.001). Signi“cant di�erences between conditions 4 and 5 (p < 0.001) and
conditions 4 and 6 (p < 0.001) are observed, which suggest that the multipoint
display method enable us to enlarge the area of perceived collision sensation.

Question 5: Hardness. The results for Question 5 show no signi“cant di�er-
ence (F (5, 144) = 1.01,p > 0.01) among the six conditions, as shown in Fig.6(e).
These results imply that the proposed method with multipoint stimulation did
not a�ect the perceived hardness.

Question 6: Naturalness of sensation.For Question 6, Fig.6(f) shows some sig-
ni“cant di�erences among the six conditions (F (5, 144) = 19.81, p < 0.001.)
For example, signi“cant di�erences between conditions 4 and 5 (p < 0.001) and
conditions 4 and 6 (p < 0.001) exist, which suggest that vibration using the
dummy stimulus tended to be perceived as more unnatural than the recorded
vibration.

4 Discussions

From the results for Questions 2 and 4, we can infer that the increase in repro-
duction points augments the magnitude of collision sensation and expands the
area of perceived collision sensation. These results can be explained in terms of
the peak frequency of measured vibrations. Figure3 shows that the peak fre-
quencies are approximately 200 Hz, which are included in the frequency range in
which Pacinian corpuscles are most sensitive to vibrations. In addition, Verrillo
et al. reported that the sensitivity of Pacinian corpuscles is enhanced by the
increase in contactor area [7], and Tanaka et al. demonstrated that the enhance-
ment of transmission of high-frequency vibration on the “nger skin improves the
discrimination threshold [8]. These “ndings support that the skin-propagated
high-frequency vibrations at wrist and elbow enhance the perception of collision
vibration.

The results for Questions 1, 3, and 6 indicate that the multipoint display
method can reproduce the characteristics of vibration propagation at multiple
points on a human body. These results might be explainable in terms of the
di�erences in the damping time of vibration. Although a dummy vibration has
the same maximum amplitude as a recorded vibration, a di�erence exists in the
time until the vibrations converge between the recorded and dummy vibrations.
The vibration amplitude is not very high at the elbow; however, such information
appears to be e�ectively used for the perception of collision sensation.
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5 Conclusions

This study has proposed a method to display realistic collision sensation in
which multipoint vibrators express the propagation of vibration generated by
collision. We conducted two experiments to verify the e�ectiveness of the pro-
posed method. In the “rst experiment, we measured the vibration waveforms on
the gripped racket, wrist, and elbow during tennis-ball hitting. The measured
waveforms and analyzed frequency spectrum at the three positions expressed
the characteristic of vibration propagation, such as the di�erences in the max-
imum amplitude of vibration and those in the spectrum pro“le. In the second
experiment, the participants experienced vibration under six types of conditions
such as recorded vibration at a single point, recorded multipoint vibration, and
recorded and dummy vibrations at multiple points. The results indicated that
multipoint stimulation resulted in larger magnitude and size scale of the per-
ceived collision than the single stimulation. In addition, the unnatural condition
in which recorded and dummy waveforms were presented at multiple points
degraded the reality of collision sensation, which suggests that reproduction of
the characteristics of vibration propagation is essential to express the realistic
collision sensation using the proposed multiple display method. Using the devel-
oped multipoint stimulation method, we can enlarge the scale of reproducing
collision sensation without improving the performance of a single vibrator. This
bene“t matches the requirement of wearable devices where large sensation is
hoped to be generated by small, light-weight and low-cost vibrators.
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Abstract. In this work we study how the kind and number of geomet-
rical descriptors a�ects the way real objects are matched to virtual 2.5D
objects, rendered with a 3DOF tactile mouse. We show that elevation
or inclination cues are su�cient to recognize a small tactile dictionary
of geometrical solids, but that their combination works at best. We also
show that inclination alone may generate confusion and elicits the high-
est perceived cognitive load. Our setup can be the basis to build tactile
user desktop interfaces to facilitate learning of mathematical concepts
for people with vision loss.

Keywords: Object recognition · Haptics · Workload · Shape · Size ·
Geometry

1 Introduction

Constructing mental representation of real objects is generally achieved with
both visual and tactile cues. The main features are shape and size, estimated
by means of manipulation and exploration. Vision, compared to touch, does not
increase the accuracy of object shape recognition achieving performances similar
to haptic modality [ 18]. How to recognize objects with touch is an extensively
studied topic [15]: the preferred technique to perceive shape feature is to slide
a “nger across an object surface. However, when real objects need to be either
sketched (such as on tactile maps) or digitally represented (such as in virtual
environments), understanding which haptic cues are more important than others
becomes both a research and a technological issue. For example, 2.5D maps,
in which height pro“les mimic 3D objects, are generally harder to understand
[12,19], but they are a solution when displaying virtual objects [14]. Details
about object shapes may be conveyed with force [5,24] or vibrotactile [ 3] cues.
For object recognition, proprioception gives information about global features
of solids, such as size, orientation and shape [9]. Moreover, proprioception helps
in judgments based on local tactile cues [1,25], meaning that these two haptic
informations are mutually bene“cial.
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Fig. 1. Left: The TActile MOuse 3, the haptic device we proposed for this study. The
tactor moves in three degrees of freedom: elevation, roll and pitch. Right: The three
geometrical descriptors (top part) tested: 0 th +1 st , which is a combination of 1st and 0th

order. The bottom part shows how the tactor of the TAMO3 renders the descriptors.

In the context of rendering virtual surfaces by means of minimal tactile feed-
back, solutions merging cutaneous cues on one “nger with kinesthetic cues are
the Haptic Tabletop Puck [16], VTPlayer [ 23], among others ([6,13,21] o�er com-
prehensive reviews). We have shown that it is possible to elicit the construction
of cognitive maps of 2.5D objects in a desktop environment, by combining propri-
oceptive cues and minimal tactile feedback on one “nger only [4]. Our studies are
devoted to seek usable tactile rendering techniques to teach mathematical con-
cepts without visual features, with the main target of building assistive devices
for blind individuals. So far we limited the taxonomy of shapes to piece-wise ”at
objects and tactile cues to elevation only [2]. However, shape discrimination rate
is a�ected by the curvature rather than the shape itself [10]. How to render cur-
vature to allow understanding of curved objects, therefore, becomes important.
Interesting studies such as [20,28] explored the relative contribution of geomet-
rical descriptors of curvature and found that inclination cues are dominant. This
approach allows to haptically separate geometrical descriptors of di�erent order
in each point of a virtual surface: the 0th order as elevation, the 1st order as
inclination, while their sum 0th + 1 st combines elevation and inclination, closest
to a real percept. The relative contribution of these descriptors when perceiving
whole 2.5D virtual objects has been little researched yet.

Here, we render a dictionary of geometrical solids by means of a novel portable
device, aiming at stimulating one “nger only. Tactile cues are given in three degrees
of freedom, so that geometrical descriptors of 0th or 1st order, or their combination,
can be displayed in each point of a two-dimensional space. The TActile MOuse 3
(TAMO3) is depicted in Fig. 1. The device is intended to be used as a normal PC
mouse, however the local tactile cues in 3DOF (three degrees of freedom) can be
integrated with proprioceptive cues (derived by moving the TAMO3 on a tablet)
to form a cognitive map of a virtual object. In this study we seek whether or not
the ability of matching real object with virtual objects depends on the kind and
amount of geometrical descriptors. Our hypothesis is that the information from
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elevation and local surface orientation provide complementary cues. Therefore
matching abilities should perform at best when both cues are present. Since the
design of haptic devices cannot discard the mental demand associated with infor-
mation displayed [26], to further evaluate the process of interaction we measured
mental workload [11], also to check whether or not it was modulated by the kind
of geometrical descriptor.

Fig. 2. Left: CAD model of Tactile Dictionary used as veri“cation setup, comprising
“ve main solids: one hemisphere, two semi-cylinders and two semi-ellipses. The latter
two are arranged in two orientations. Main parameters of the solids: 50 mm (equal to
the diameter of the hemisphere, the smallest side of the semi-cylinder and the minor
axis - the width - of the semi-ellipse) and 100 mm (equal to the largest side of the semi-
cylinder and the major axis of the semi-ellipses). The height of all “ve objects was
18 mm. The “rst and last row, i.e. the nearest and the most distant to subject body,
contain halved and doubled objects. Right: real scenario in which one participant is
exploring the Tactile Dictionary.

2 Materials and Methods

Participants. Twelve volunteers (6 females, 24 to 36 years, 29.1± 4.2 sd)
participated in the study. All of them were nä šve to the task, reported to be
right-handed and had no scars on the “ngertip of their dominant index “nger.

Setup. Participants were asked to explore virtual objects using the TActile
MOuse 3, a mouse-shaped device 140 mm long, 90 mm wide (largest width) and
25 mm high (see Fig.1). The device hosts an end e�ector, the tactor, with three
degrees of freedom, along the Z-axis (for elevation cues) and around two axes
perpendicular to the Z-axis (for roll and pitch, therefore for inclination cues). The
tactor is a moving ”at disk (20 mm diameter) connected to three independent
servomotors (Hitec HS-5056MG) via three pushing rods 120 degrees far apart
from each other. The minimum rotation of each motor is 0.7 degrees, achievable
in 2 ms. The tactor and the external shell of the TAMO3 are built in 3D-printed
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