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Problem Statement

● For pairwise UGM the decoding problem is integer-quadratic programming,

● Because

● Integer Programming is NP-hard 
● Cast (relax) it to have  linear constraints



Problem Statement

● Quadratic unconstrained binary optimization (QUBO)

● Quadratic programming,



Quadratic programming to linear programming

● Quadratic programming,

● Achieve a tighter bound by converting it to a linear program (best paper 
award)



Proof for equivalence

Desired formulation

Original formulation



Marginal Polytope: the set of mean vectors that can arise from some joint distribution

The dimension of            is



Linear programming global constraint

● Global constraint: The edge marginals in       must arise from a common joint 
distribution

● Number of constraints is exponential in the number of edges

● Therefore we relax the linear program to achieve a polynomial time 
approximation



First-order relaxation

● Pairwise relaxation (Assume dependency between pairs only)



First-order relaxation



Higher order relaxations

● Edge marginals are consistent on larger subsets

● Constraints grow exponentially in the size of the clusters considered



Cutting-plane algorithm

● Few carefully chosen constraints would suffice
○ An integer solution is a MAP assignment

● Solve pairwise LP then find valid constraints to add to the relaxation
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Cutting-plane algorithm

● Add valid cycle constraints - cycle of the graph should be consistent with some 
joint distribution 



Cutting-plane algorithm









Cutting-plane algorithm



Semidefinite programming

● Some NP−hard combinatorial optimization problems have convex relaxations 
that are semidefinite programs. 

● SDP relaxation is very tight in practice



Semidefinite programming

Linear Programming



Maxcut problem
● Determine a subset S of the nodes N for which the sum of the weights of the 

edges that cross from S to its complement S¯ is maximized



Maxcut problem
● Remove Rank-1 restriction

To SDP formulation



Summary

● Classic decoding using Quadratic programming with integer constraints
○ Can be relaxed to Quadratic programming with linear constraints (polynomial time for pairwise)

● Quadratic programming to linear programming (tighter)
○ Relaxation based on local consistency of mean vectors
○ Higher-order relaxation leads to an NP-hard optimization problem

● Cutting-plane algorithm for tight solutions that is computationally tractable
○ Find and add violated constraints to the optimization

● NP−hard optimization problems like MAXCUT have convex relaxations that are 
semidefinite programs, which are very tight in practice. 



Thank you!


