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Why this paper? OF BRITISH COLUMBIA

Relevancy/ interest

e link with VRRG and game theory
e applications in RL

e composition with a linear map problems
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Variance reduction reading group/ game theory OF BRITISH COLUMBIA

e Victor covered another primal-dual method (e.g. SDCA)

e Ties in with the discussion on Fenchel conjugates

Find minimum of an objective < find saddle-point in a minmax problem

Solve optimization problem < solve a two-player game
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Reinforcement learning OF BRITISH COLUMBIA

Example of an application

e RL task of estimating the value function V™ (s) of a policy 7 given state s
e Use linear approximation V™ (s) with model parameters x

e Learn x by minimizing the mean squared error based on a norm defined by
a matrix containing feature vectors of states visited

e Requires inverting a (potentially large) matrix

Avoid this by solving an equivalent saddle-point problem
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Composition with a linear map problems OF BRITISH COLUMBIA

min, f(Ax) where A is a linear map

Special case of convex-concave saddle-point problem with bilinear coupling
e APDG is a variant of the forward-backward algorithm

Solves objectives in the form of a sum of composite convex functions
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What is this paper about? OF BRITISH COLUMBIA

Title of the paper

e Accelerated Primal-Dual Gradient Method (APDG) for
e Smooth and Convex-Concave Saddle-Point Problems with

e Bilinear Coupling
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OF BRITISH COLUMBIA

accelerated

e convergence rate could be expressed in terms of condition number k = L/
e generally, non-accelerated —> O(k), accelerated — O(/k)

® many ways to accelerate, paper's method is similar to Nesterov's
primal-dual gradient method

e takes steps using both primal and dual variables

e takes steps using the negative gradient
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Saddle-Point Problems OF BRITISH COLUMBIA

Objective
min max F(x,y):R* x R - R
xERYx y c Ry

A saddle point (xs, y«) of F satisfies
F(X*7.y) S F(X*-Y*) S F(Xv.y*)

for any (x, y)
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SmOOth, Convex-Concave OF BRITISH COLUMBIA

L.y-smooth means (L., > 0)
[VxF(x, y1) = V<F(x, y2) || < Ly llyr — yall

IVyF(xa,y) = VyFOe, y)ll < Lylxa — x|l

Convex-concave means for any point (X, y:)
x — F(x,y.) is convex

y — F(x«,y) is concave
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Bilinear Coupling Problems OF BRITISH COLUMBIA

min max F(x,y) = f(x) + yTAx — g(y)

x€RIx ye]{dy

where f(x) : R* = R, g(y) : R% — R, A€ R&*%

e Ais a “coupling matrix” (that ties payoff of minimizer and maximizer)
e Ais a matrix of the bilinear form

e paper has additional assumptions on A
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Summary OF BRITISH COLUMBIA

Contributions

e Two algorithms proposed

e APDG for smooth, convex-concave, saddle-point problems
with bilinear coupling

e Gradient Descent-Ascent Method with Extrapolation (GDAE)
for general smooth, convex-concave, saddle-point problems

e Algorithms allow for “direct” acceleration
e APDG convergence matches theoretical lower bound where known

e GDAE convergence nearly as good as SOTA
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APDG (Algorithm 1) OF BRITISH COLUMBIA

Accelerated Primal-Dual Gradient Method for Smooth and Convex-Concave Saddle-Point Problems with Bilinear Coupling

Algorithm 1 APDG: Accelerated Primal-Dual Gradient Method
0 ¢ rangeA T, 0 € rangeA., 1, Ny Q. Oy, B, By > 0,70, Ty 000y € (0,1],6 € (0,1)

1: Inpu
0

‘(’)r 1 0

Zyp=y =y

4: for/s‘:HlQ .do

5y =k +H(1/ -yt

6: ek 4+ (1 = 7y 1}

7: (1 — TU)‘I/‘/‘,

s +np (@ — %) — 0B AT (At = Vg(yh)) — n (VF(h) + ATyh)
9: + gy (Y = yF) =1y By A(AT YR + V (k) =1, (Vg(yk) — AzhT1)
10: = v+ o (T —

oy =gk oy (M = b

12: end for
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APDG (Algorithm 1): Parameters

Accelerated Primal-Dual Gradient Method for Smooth and Convex-Concave Saddle-Point Problems with Bilinear Coupling

Algorithm 1 APDG: Accelerated Primal-Dual Gradient Method
0 ¢ rangeAT .0 € rangeA. |1, 1) 3, By|> ( 4 € (0, l:,E (0,1)

|(V (k) + ATy

AT (Ack = Vg(yh)) —
1 (Vy(yk) — Axht)

JAATYF +V f(ak)) -

10: Pt
1 yl;Jrl
12: end for
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APDG (Algorithm 1) Updates OF BRITISH COLUMBIA

Accelerated Primal-Dual Gradient Method for Smooth and Convex-Concave Saddle-Point Problems with Bilinear Coupling

Algorithm 1 APDG: Accelerated Primal-Dual Gradient Method
0 ¢ rangeA T, 0 € rangeA., 1, Ny Q. Oy, B, By > 0,70, Ty 000y € (0,1],6 € (0,1)

By =yt =y
4: fork=0,1,2,...do

5 yk = Linear extrapolation step on newly introduced variable

Acceleration

=

g kY T Jeo_ kYY) _ kY o ATk
1 + ""”’(";/ "L_‘) Noba A (‘?Jk V‘('(‘[/Lﬁ“)) e (v‘f(:,"J A,_i/l’”) Forward-Backward
9yt =y yay(yy =) = 0y By AA YR + Vf(ag)) =y (Vy(yy) — Azt

10: ‘,.7j-'+1 =k 4o (P~
k+1 1

1yt =+ oy (T =)

12: end for
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APDG (Algorithm 1): What is it trying to do? OF BRITISH COLUMBIA

Minmax problem

min max F(x,y) = f(x) + yTAx — g(y)

x€RYx y cRY

Finding a saddle point (x, y.) means satisfying first order optimality conditions

ViF(xe,y) = VI(x)+ ATy, =0
VyF(x,y«) = =Vg(y™) + Ax. =0

14
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APDG (Algorithm 1): What is it trying to do? OF BRITISH COLUMBIA

Requires solving linear system

xt=x—ATy*t

yT=y+Ax"
Closed form solution needs inverting a matrix in the form

(I + ATA) or (I + AAT)

ii5)
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APDG (Algorithm 1): What is it trying to do? OF BRITISH COLUMBIA

Instead, introduce a new variable y,, and solve iteratively

xtT=x—ATyn
yi=y+ A
What to set y,? Paper suggests linear extrapolation step

Ym=y+0(y—y")

where y~ is the value at the iteration previous to y

16
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Results OF BRITISH COLUMBIA

APDG

e Optimal for

e strongly-convex-strongly-concave problems
e affinely constrained minimization case (i.e. minax—s f(x)))

e Beats SOTA for

e strongly-convex-concave case (unknown lower bound)
e convex-concave case (unknown lower bound)

e Worse than SOTA for bilinear case

min max a'x + yTAx — bTy
xER%x yeRdy

17



Results

THE UNIVERSITY
OF BRITISH COLUMBIA

Strongly-convex-strongly-concave case (Section 5.1)

Algorithm 1

Lower bound
Zhang et al. (2021b)

0 (mec{ /i Vi 285} 08 )

O(IHi\{V”f. \/W.m}lng ,)

DIPPA
Xieetal. (2021)

—
o (.ua_\»{/ {,; e }1% )

Proximal Best Response
Wang & Li (2020)

o (max {\/7 Vo \/T} log ¢

Affinely constrained minimization case (Section 5.2)

Algorithm 1

o /ziost)

Lower bound
Salim et al. (2021)

0 (/B 10st)

OPAPC
Kovalev et al. (2020)

O (fz2\/E1ogt)

Strongly-convex-concave case (Section 5.3)

Algorithm 1

£ )

0 (max VIzLy L.
Hzy  Hay

Lower bound

N/A

Alt-GDA
Zhang et al. (2021a)

o (mnx {Az—
I,

Bilinear case (Section 5.4)

Algorithm 1

o(Ze)

Lower bound
Ibrahim et al. (2020)

O (L2 1ogt)

Azizian et al. (2020)

O("”lc)g )

Convex-concave case (Section 5.5)

Algorithm 1

,%}log%)

e | Vs
O( { o 18

Lower bound

N/A
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Related topics OF BRITISH COLUMBIA

Operator splitting
e Suppose objective involves smooth f and possibly nonsmooth g
min £(x) +g(x)
e First-order optimality of x. and introduce A > 0
0 € A\VF(x:) + A0g(xx)
e Can think of solution x. as the fixed point of

X > proxag (x — AVf(x)) for all A >0

which motivates the iterative approach

19



THE UNIVERSITY

Related topics OF BRITISH COLUMBIA

Fenchel game
e Can rewrite objective using its Fenchel conjugate
min f(x) = min max(x, y) — f*(y)
X X y

if f is convex, proper and closed.

e All players playing no-regret algorithms — converge to a Nash
equilibrium (in 2-player general sum game) — find saddle point

e Solve convex optimization problems using no-regret game dynamics

20
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Additional slides: application to RL OF BRITISH COLUMBIA

e Estimate value function of a policy 7

Vi(s)=E {Z virelso = S,7I':|
t=0

with discount factor v € (0,1), reward r, state s

e Use linear approximation of V™ (s) = ¢(s)"x instead where ¢(s) is a
feature vector of state s and x is the model parameters

e Minimize mean squared projected Bellman error
. 2
min || Bx — b||¢-1
X

requires inverting C = Y7, &(st)P(st)T

e Equivalently solve saddle-point problem

minmax —2y"Bx — |ly||z + 2b"y
Xy
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Additional slides: composition w/ linear map OF BRITISH COLUMBIA

e min; f(Az) where A is a linear map

e Rewrite as min-max problem

min f(Az) = min f(x) = min f(x) = minmaxf(x) + yT (Aflx = z)

z x=Az A—lx=z X y

e Forward-backward algorithm for problems of the form
i i(Li
;nelqulg( x)
where H and (G)i<i<m are Hilbert spaces, gj is proper lower

semi-continuous convex from G; to (—oo, 00] and L; is a bounded linear

operator from H to G;.
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Additional slides: operator splitting notes OF BRITISH COLUMBIA

0 € AVF(x") + Xdg(x™) for all A >0
0 € (AVF(x") —x™) + (x" + Xg(x"))
(Id — AVF)(x*) € (Id + \og)(x™)
x* € (Id + 29g) ' (Id — AVF)(x")
Define proximal operator
proxag(x) 2 (Id + A0g) ™" (x)
x* is unique and so
X" = prox,, (x" — AVf(x")) for all A >0
Hence x™ is a fixed point of

X > proxy  (x — AVf(x))
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