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Why tensors?



Motivation

Problem: Neural network is too large to fit into memory.

Approaches:

- Distributed neural network 
- distribute parameters
- challenge: training [Elastic Averaging SGD (NIPS'15)]

- Model compression
- reduce required space



Problem Formulation



Naive Method: Low-rank SVD

SVD Decomposition
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Naive Method: Low-rank SVD

No change in these

Simple equations to 
compute gradients



TT-Decomposition: Two ideas to do better
Low-rank SVD works but can we do better than that?

Two key Ideas:  
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Two ideas to do better
Low-rank SVD works but can we do better than that?

Two key Ideas:  

Given two matrices X,Y with fixed 
total elements XY = C
Min when X~=Y; func -> C/X+X
Eg - 50+2 = 52
        25+4 = 29 (less than 52)



Tensor-Train Decomposition
Combination of the two ideas we discussed



Tensor-Train Decomposition
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Tensor-Train Decomposition



TT-SVD algorithm for TT-Decomposition



Properties of TT-decomposition
- Has been shown that for an arbitrary tensor A a TT-representation exists but 

is not unique. 
- It’s natural to seek a representation with the lowest ranks

- TT-representation is very efficient in terms of memory if ranks are small

- Efficient rounding to prevent explosion of TT-Ranks
- Efficiently perform several types of operations on tensors

- Addition/ multiplication of constant
- Summation and the entrywise product of tensors (results TT-tensors with more rank)
- Global characteristics - sum of all elements and the Frobenius norm
- Sum two TT-matrices
- Matrix-by-vector (matrix-by-matrix) product

vs



Properties of TT-decomposition



Tensor network diagrams





Formal definition: TT Decomposition of Tensor



Formal definition: TT Decomposition of Tensor



Formal definition: TT-Vector

Step1: Convert the large matrix into a tensor
Step2: Decompose into TT-representation to get a TT-vector



Formal definition: TT-Vector network diagram



Formal definition: TT-Matrix

Where:



Formal definition: TT-Matrix
We can represent using a tensor W:

Where:

Cores: 

Index: 



Formal definition: TT-Matrix network diagram



TensorNet: 
TT-layer is a fully- connected layer with the weight matrix stored in the TT-format.  

- A neural network with one or more TT-layers as TensorNet.

FC-layer:

TT-Layer
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TensorNet: 
TT-layer is a fully- connected layer with the weight matrix stored in the TT-format.  

- A neural network with one or more TT-layers as TensorNet.

FC-layer:

TT-Layer

Forward pass: 

No of cores
Maximal rank
max (m_k)



TensorNet network diagram



Backpropagation



Backpropagation



Backpropagation



Backpropagation



Experimental results: MNIST

TT-Layers provide much better flexibility than the matrix rank keeping same compression level
TT-layers with too small number of values for each tensor dimension and with too few dimensions 
perform worse than their more balanced counterparts



Experimental results: ImageNet

Great compression factor of 194622 with 0.3 accuracy drop



Experimental results: ImageNet

TT-Layer has better inference time in comparison to FC-Layer



Challenges



Similar works

8.5x speedup with 1% accuracy drop

3000 parameters in TT-LSTM vs 71,884,800 in LSTM
Accuracy is better due to additional regularisation



Thanks
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