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Safety

Ensure we don’t crash

avoid known bad outcomes / stay within known safe regime
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Safety objectives

Loss = E[J] + E[(J − E[J])2]



Safety objectives

Loss = E[J], but with safety constraints
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Uncertain transition dynamics

x ′ = f (x , u)

f (x , u) = h(x , u) + e(x , u)

h is known

e is not, but we have a probabilistic model

For (µ, σ) and β, with high probability

|µ(x , u)− e(x , u)| ≤ βσ(x , u)
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Optimization with Uncertainty

Gaussian Processes Crash Course

Kernel k(x , y)

Linear regression: ‖Xw − y‖2

Kernel regression: ‖Kw − y‖2 where Kij = k(xi , xj)

+ Covariances
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Linearized uncertainty propagation
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• The Lipschitz constant of the model error
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