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Abstract. A higher order logic programming system is presented. The
declarative semantics of the system is based on the type-free higher or-
der logic NaDSyL, which takes a nominalist approach to solving the
set-theoretic paradoxes. The operational semantics is based on the de-
terministic and useful subset of higher order uni�cation known as pat-
tern uni�cation. It is shown that the system allows all expressions of the
untyped lambda calculus, including the Y combinator and expressions
capturing recursive functions, without losing consistency due to Curry's
paradox. The system automatically performs lazy function application
and thus uni�es higher order logic and functional programming in a sim-
ple and elegant manner.

1 Introduction

The three notions of logic programming, functional programming, and higher
order have been combined in various ways in recent years. We have higher-order
functional languages like ML, higher order logic languages like Lambda Prolog,
and proposals for combined functional-logic programming. All these systems are
built at least in part on Church's type theory. But a fundamental semantic
barrier { Curry's paradox { stands between these systems and an integrated
higher order functional-logic language.

This paper shows that a language built on what is in many ways a simpler
basis can also integrate higher order logic and functional programming. The
semantic basis of the language is Paul Gilmore's \nominalistic" higher order
logic NaDSyL [Gil97], which avoids the set-theoretic paradoxes by making a
syntactic distinction between use and mention, without requiring a type system
for consistency. The operational basis of the language is pattern uni�cation, the
deterministic and incomplete but nevertheless practically useful subset of higher
order uni�cation �rst described by Dale Miller [Mil91].

1.1 Curry's Paradox and Programming Languages

Researchers from Frege to Curry struggled with the problem of de�ning a logic
which included both relational and functional abstraction, and yet remained



consistent. Curry eventually boiled down the consistency problem to a paradox
which applied to any language powerful to express both implication and a �xed-
point combinator such as the Y combinator.

Hindley and Seldin [HS86] express Curry's paradox thus. Given a formula
Z, we de�ne X to be Y (�z:(z ! (z ! Z))), where Y is the Y combinator. By
applying the usual properties of Y and the axioms of implication, we can even-
tually conclude that both X and Z are true. Unfortunately, Z is any arbitrary
formula, so we can prove anything and our system is inconsistent.

Church's response to such paradoxes, of course, was to formulate his system
T, disallowing the Y combinator and assigning a type to each term and formula
[Chu40]. This has led to type theory, which forms the basis of the type system
of both ML and Lambda Prolog. Cardelli [Car96], among others, shows that
we can go further in the functional sphere by introducing recursive or �xpoint

types, which supply a type to the Y combinator. But this does not extend to
logic programming.

Combined functional-logic languages [AKP93, Han97] typically do not at-
tempt to move to higher order. The farthest that has been gone so far is to
allow lambda abstraction over terms in a functional-logic language [KA96], us-
ing higher order narrowing; but relational abstraction is forbidden.

1.2 Gilmore's Logics Applied to Programming

So far the focus has been on type theory as a solution to the paradoxes. But there
are other solutions. Gilmore [Gil80, Gil86, Gil97] has built simple and consistent
logical systems with general lambda abstraction over terms and formulas, which
require no notion of type to maintain consistency (other than minimal type-
like notions such as the order of a constant). Curry's paradox is avoided in
these systems due to a relatively simple restriction on the form of the reexive
entailment axiom, a ` a.

This paper bases a higher order logic programming language, Nom, on the
latest of these logics, NaDSyL [Gil97]. The immediate advantage of this is simpli-
�cation: we do not need a type system just in order to de�ne the underlying logic.
But we get another, perhaps surprising, advantage: we now allow all expressions
of the untyped lambda calculus as terms. Thus we have access to self-contained
terms representing recursive functions, and thus to functional programming.

We of course want a type system in such a programming language, for rea-
sons like validating our programs at compile time. When we choose Nom as a
base language, we can choose our type system for expressivity from the rich
assortment available to us [Car96], free of consistency considerations. However,
this topic is beyond the scope of this paper.

The structure of the rest of this paper is as follows. In Section 2 we present the
logic, based on NaDSyL, on which the programming language is based. In Section
3 we present the operational semantics of the language Nom, and a proof of its
soundness. In Section 4, we present examples which illustrate that Nom retains
much of the expressiveness of HOLP languages, is enriched with all untyped
lambda calculus terms, and in fact automatically performs lazy evaluation on



such terms. Section 5 discusses related results, and Section 6 presents some
conclusions and directions for future work.

2 The Gilmore-Style Logic

In this section, we present the logical basis of Nom. We begin with some moti-
vation, and then discuss a logic (presented proof-theoretically) in the Gilmore
style. The logic is a simpli�ed version of Gilmore's NaDSyL [Gil97], but is still
powerful enough to form the basis of a HOLP system.

2.1 Motivation

Gilmore's \nominalist" view of the paradoxes is that they arise from a confusion
between use and mention. Second order quanti�cation variables represent the use
of a relation, but every relation is amongst only the names of things, that we are
merely mentioning in that context. Thus, second order quanti�cation variables
cannot be arguments of other relations, although second order constants and
individual terms without free second order variables can.

The syntactic notion that this leads to is here called Gilmore atomicity:
a formula (e f1 f2 : : : fn) is Gilmore atomic if e is a second order constant
or variable, and no fi contains any free second order variable. In Gilmore's
system NaDSyL [Gil97], the formulas that can appear as the key formula a in
the reexive entailment axiom

�; a ` �; a

are just the Gilmore atomic formulas. The rest of the rules of NaDSyL are an
extremely straightforward extension of �rst order logic to set abstraction. The
Gilmore atomicity restriction is su�cient to achieve consistency.

2.2 A Useful Subsystem of NaDSyL

Here we present the syntax and proof theory of a subsystem of NaDSyL which
will form the basis of Nom. The main di�erences from the system in [Gil97] are
that the syntax is simpli�ed to a slight generalization of the lambda calculus; the
two connectives of conjunction and negation are used instead of the single joint
denial connective; and the condition on the 8/l rule is simpli�ed, making the
system weaker than the original NaDSyL. This resultant weakness is inessential
for the present purposes, but buys us the advantage of simplicity. Space does not
permit a proof of the consistency of the system, but it follows along the same
lines as in [Gil97].

We assume the existence of countable sets of �rst order variables, second
order variables, �rst order constants and second order constants. The syntax of
expressions E can be expressed in BNF as
E ::= X1 j X2 j C j Q j (EE) j �X1:E



where X1 is a �rst order variable;X2 is a second order variable;C is a �rst or sec-
ond order constant; and Q is one of the connectives and, not, forall1, or forall2
(the last two connectives representing �rst and second order quanti�cation).

We use a; b; c as metavariables standing for �rst order constants, and p as a
metavariable standing standing for a second order constant (i.e., a predicate).
We use e; f; g; s; t as metavariables standing for arbitrary expressions, and x; y; z
as metavariables standing for variables1. The order of a variable will be apparent
from context.

As is standard, we write the expression (: : : ((e1 e2)e3) : : : en) as
(e1 e2 : : : en). We write e&f , :e, and 8ix:e for (and e f), (not e), and
foralli �x:f , respectively. We de�ne �, � and �-convertibility in the usual way
(treating connectives as if they were constants). Two expressions are ���-
equivalent if they are convertible to the same expression via an arbitrary number
of �, �, or �-conversion steps.

A basic-mention expression is one in which no free second order variables
appear. A basic-use expression is a second order constant or variable. A Gilmore

atomic expression is one of the form (e f1 f2 : : : fk), k � 0, where e is a basic-use
expression and each fi is a basic-mention expression.

A sequent is an ordered pair of �nite sets of expressions, written in the form
� ` �. We will use � and � as metavariables standing for sets of expressions;
the notation �;� will mean � [�, and �; e will mean � [ feg. We present the
proof system in the form of Gentzen-style proof rules for sequents in Figure 1.

In Gilmore's original presentation [Gil97], he de�nes a semi-decidable set of
formulas; the restriction on the 8/l rule then essentially says that the upper
expression must be a formula. The condition here is weaker, but simpli�es the
presentation considerably.

Since the rules de�ne a complete set of classical connectives, it is clear that
we can introduce all the other classical connectives, such as _ (disjunction), !
(implication) and 9 (existential quanti�er). We will use these connectives in the
sequel without further comment.

3 The Logic Programming Language

3.1 Syntax and Notation

The syntax of Nom is the same as that of NaDSyL, except that �rst and second-
order placeholder variables are allowed. These variables are used in the oper-
ational semantics of Nom, and correspond to the uninstantiated variables of
Prolog. They are substituted for existentially quanti�ed variables in goals, as
placeholders for the terms to be discovered later by uni�cation2. They are dis-
tinct from the regular, logical variables mentioned in the last section.

1 This usage unfortunately but necessarily clashes with Gilmore's original notation, in
which upper case denotes second order and lower case denotes �rst order.

2 Conventional logic programming systems call these \free variables", but here that
convention is misleading since we have regular variables which can appear either free
or bound. Nipkow [Nip93] calls free, bound and placeholder variables respectively



Reexive entailment:
�; e ` �; e

where e is Gilmore atomic

&/l:
�; e; f ` �

�; e&f ` �
&/r:

� ` �; e � ` �; f

� ` �; e&f

:/l:
� ` �; e

�;:e ` �
:/r:

�; e ` �

� ` �;:e

8/l:
�; e[x := f ] ` �

�; 8ix(e) ` �
8/r:

� ` �; e[x := y]

� ` �; 8ix(e)

where i = 1 and f is basic-
mention, or i = 2 and f is basic-
use

where y is a variable of order i
not appearing in �;�; e

�/l:
�; (e[x := f1] f2 : : : fn) ` �

�; ((�x:e) f1 f2 : : : fn) ` �
�/r:

� ` (e[x := f1] f2 : : : fn);�

� ` ((�x:e) f1 f2 : : : fn);�

Conv/l:
�; e0 ` �

�; e ` �
Conv/r:

� ` e0;�

� ` e;�

where e and e0 are Gilmore atomic and ���-equivalent

Fig. 1. Proof rules of the subsystem of NaDSyL.

We use the upper case letters X;Y; Z to stand for these placeholder variables.
We extend the notion of basic-mention expressions to allow �rst order place-
holder variables, and basic-use expressions to allow second order placeholder
variables.

We de�ne a de�nition formula as a closed (ground) expression of the form
(p t1 : : : tn), of the form (p t1 : : : tn)  f , or of the form 81x(e), where e is a
de�nition.

3.2 Pattern Uni�cation and Safe Substitutions

The basis for the operational semantics of Nom is pattern uni�cation, and we
further require that the substitutions returned by pattern uni�cation be safe.

Nipkow [Nip93] de�nes a pattern as a term t in �-normal form such that ev-
ery occurrence of a placeholder variable X is in a subterm (X y1 : : : yn), where

\loose bound", \bound" and \free" variables. However, because we are relating op-
erational semantics to conventional logic we must adopt a di�erent nomenclature.



the yis are �-equivalent to distinct regular variables. Pattern uni�cation, �rst
discovered and applied to Lambda Prolog by Miller [Mil91], is higher order uni-
�cation restricted to patterns. Although not all lambda-expressions are patterns,
in practice patterns come up frequently. Pattern uni�cation returns at most one
solution, and so can be used as a \basic engine" of a logic programming language,
much as �rst order uni�cation can for Prolog.

For a higher order logic programming language with universal quanti�cation,
we need another restriction, as discussed by Nadathur et al. [NJW93, NJK94].
Placeholder variables are intended to stand for eigenvalues, so they cannot be
substituted for by regular or placeholder variables introduced later in the com-
putation; otherwise the side-condition on the 8=r rule could be implicitly cir-
cumvented. Hence we assume that all new regular and placeholder variables are
tagged internally with a number representing the stage in the computation at
which they were introduced.

Finally, for a language based on NaDSyL, we need a second restriction. First
and second order placeholder variables are intended to stand for �rst and second
order eigenvalues, and thus must obey those restrictions. Hence we say that a
substitution is safe if no X is substituted by a term containing a newer variable,
if each �rst order X is substituted by a basic-mention term, and if each second
order X is substituted by a basic-use term.

3.3 Operational Semantics

The basic elements of the operational semantics for Nom are sequences of se-
quents, enriched with placeholders. To pose the query f in the context of the
de�nition formulas e1; : : : ; en, we form the sequence consisting of the single se-
quent (e1; : : : ; en ` f), and begin computation. Each computation rule in the
operational semantics takes one sequence to another; when we reach the empty
sequence of sequents, the computation has terminated successfully. The seman-
tics is nondeterministic. A query is successful if it has a successful computation
path, but for simplicity we do not discuss the search for such a path.

The operational semantics for Nom are given in Figure 2. It follows conven-
tional lines, e.g. from [Der89, NM94], with the necessary extensions for iterated
implication and higher order features. We use � to stand for a sequence of de�ni-
tion formulas, and � to stand for a sequence of sequents (generally representing
the remaining sequents in the query). s and t are sequences of terms. Substi-
tutions here are substitutions of terms for placeholder variables, and are done
using pattern uni�cation.

We will discuss examples extensively in the next section, but for now let us
prove the soundness of the operational semantics with respect to the original
proof system.

Theorem1. Let � be a sequence of sequents such that � )� �, where � is
the empty sequence. Then there is some safe substitution � such that for every
sequent S in �, S� is derivable.



Right-hand rules:
R1: (� ` e&f); � ) (� ` e); (� ` f); �
R2: (� ` e _ f); � ) (� ` e); �
R3: (� ` e _ f); � ) (� ` f); �
R4: (� ` e! f); � ) (�; e ` f); �

where e is a de�nition
R5: (� ` (�x:e f)); �) (� ` e[x := f ]); �
R6: (� ` 9nx(e)); � ) (� ` e[x := X]); �

where X is a new nth order placeholder variable
R7: (� ` 8nx(e)); � ) (� ` e[x := y]); �

where y is a new nth order regular variable

Left-hand rules:
L1: (�; e ` f); � ) (�; e; e ` f); �
L2: (�; 8nx(e) ` f); � ) (�; e[x := X] ` f); �

where X is a new nth order placeholder variable
L3: (�; ((p s) g) ` p t); �) (�� ` g�); ��

where (p s) and (p t) are Gilmore atomic, and
where � is the pattern uni�er of s and t, and � is safe

L4: (�; (p s) ` p t); � ) ��
where (p s) and (p t) are Gilmore atomic, and
where � is the pattern uni�er of s and t, and � is safe

Fig. 2. Operational semantics for the programming language Nom.

Proof. The proof proceeds by induction on the number of steps in the compu-
tation. The base case is trivial. The induction case has subcases on the form of
rule applied in the �rst step of the computation. The subcases for most of the
rules are straightforward; we will concentrate on R6, R7 and L4.

R6: By the induction hypothesis, there is some safe � such that (�� ` e[x :=
X]�) and �� are derivable. But then (�� ` e[x := t]�), where t is X�, is also
derivable; and hence (�� ` (9nx(e))�) is as well. Hence � is the desired substi-
tution.

R7: By the induction hypothesis, there is some safe � such that (�� ` e[x :=
y]�) and �� are derivable. But since � is safe, and all placeholder variables in �
and e have been created before y, y does not appear free in either �� or e�. Hence
(�� ` (8nx(e))�) is also derivable. Hence � again is the desired substitution.

L4: By the induction hypothesis, there is some safe �0 such that the ���0

sequents are derivable. By the properties of uni�ers, we know that the s� terms
are ���-equivalent to the t� terms, and by the Gilmore atomicity side-condition
and the safety side-condition, we know that (p s)� and (p t)� are both Gilmore
atomic. Hence (��; (p s)� ` (p t)�) is derivable. But then setting � = ��0, we
have that both (��; (p s)� ` (p t)�) and the �� sequents are also derivable.
Hence � is the desired substitution. Q.E.D.



4 Examples

This section presents three examples. The �rst shows that local declarations of
relations are possible in Nom, as they are in Lambda Prolog. The second shows
that predicates and lambda expressions representing predicates can be passed as
parameters, but not second order variables; we argue that the restriction is not
important. The third shows that we can use general untyped lambda calculus
terms in Nom, including terms representing in�nite lists, which are automatically
evaluated in a lazy manner.

In these examples, we generally compute by choosing the appropriate R rules
until we reach an atomic formula on the right of the turnstile, and then choose
L rules which act on de�nitions of the predicate in that atomic formula.

4.1 Local Relation Declarations

Lambda Prolog allows universal quanti�cation over relations in queries and im-
plications of goals by de�nitions, hence allowing a kind of \local declaration" of
relations [NM94]. Here we show that Nom has this capability as well.

Let rev be a constant and revapp be a variable, both second order. Let
C11 = 81y(revapp [ ] y y),
C12 = 81x; xs; yx; zs((revapp (x :: xs) ys zs)  (revapp xs (x :: ys) zs)),
C13 = 81xs; zs((rev xs zs)  82revapp(C11 ! C12 ! (revapp xs [ ] zs))).
Let the sequence �1 of sequents be the single sequent (C13 ` (rev [a] Zs)), where
Zs is a �rst order placeholder. If we proceed with computation from �1, some
of the resulting steps are the following.

{ (C13 ` 82revapp(C11 ! C12 ! (revapp [a] [ ] Zs))). This arises after a
conventional logic programming predicate application sequence.

{ (C13;C
0

11
;C0

12
` (revapp0 [a] [ ] Zs))),

where revapp0 is a new second order variable, and C0

11
;C0

12
are C11;C12

with revapp substituted by revapp0.

{ (C13;C
0

11
;C0

12
; ((revapp0 (X ::Xs) Y s Zs0) 

(revapp0 Xs (X :: Y s) Zs0)) ` (revapp0 [a] [ ] Zs))),
where X;Xs; Y s; Zs0 are all new �rst order placeholders. At this point, all
the indicated atoms are Gilmore atomic even though there is a second order
variable involved, and there is a safe �rst order uni�er (and thus pattern
uni�er) of the goal on the right of the ` with the head of the clause on the
left.

{ (C13;C
0

11
;C0

12
; (revapp [ ] Y Y ) ` (revapp0 [ ] [a] Zs))),

where Y is a new �rst order placeholder. At this point, pattern uni�cation
gives us a substitution of both Y and Zs by [a], so by applying L4 we obtain

{ �, the empty sequence.

Hence the computation succeeds with the correct substitution of Zs by [a].



4.2 Relations as Parameters

Here we study the passing of relations and relation-like terms to other relations,
using the classic program mapr which maps a binary predicate down a list.

Let mapr and eq be second order constants. Let
C21 = 81r(mapr r [ ] [ ]),
C22 = 81r; x; xs; y; ys((mapr r(x :: xs)(y :: ys))  (r x y)&(mapr r xs ys)),
C23 = 81x(eq x x).
Let P be the expression �x:�y:(eq y (pair x x)), where pair is a �rst or-
der constant. Finally, let the sequence �2 of sequents be the single sequent
(C21;C22;C23 ` (mapr P [a; b] Y s), where Y s is a �rst order placeholder. Some
of the resulting computation stages are the following.

{ (C21;C22;C23; ((mapr R (X :: Xs) (Y :: Y s0)) 
(R X Y )&(mapr R Xs Y s0)) ` (mapr P [a; b] Y s).
Again, the goal and the head of the clause are Gilmore atomic, so uni�cation
proceeds normally, unifying Y s with (Y :: Y s0). After another step we obtain

{ (C21;C22;C23 ` (P a Y )); (C21;C22;C23 ` (mapr P [b] Y s0)),
our �rst sequence with more than one sequent, due to the conjunction in the
de�nition of mapr. After beta-reduction of the goal and more steps to the
left of the turnstile, we obtain

{ (C21;C22;C23; (eq X X) ` (eq Y (pair a a)));
(C21;C22;C23 ` (mapr P [b] Y s0)).
Y here is uni�ed with (pair a a), resulting in

{ (C21;C22;C23 ` (mapr P [b] Y s0)).

The computation continues for a few more steps; ultimately the �nal value of
Y s is [(pair a a); (pair b b)], as desired.

Note that this computation would proceed normally with any binary second
order constant in the place of P. However, it would not succeed with a second
order variable (or placeholder) in the place of P. This is because the goal and the
clause head in the �rst computation state above would not be Gilmore atomic.

This curious restriction would be troubling in Lambda Prolog, although not
onerous. (None of the examples we have found in the Lambda Prolog literature
would run afoul of it.) However, in Nom, we have general functional abstraction,
including recursive function terms (see next example); hence we can still pass
recursive constructs as arguments, even if locally-de�ned recursive predicates are
not allowed.

As Hanus points out [Han97], many of the relations in logic programs are
actually functions, and so would more naturally be expressed by the recursive
function terms of Nom. We therefore do not expect that this Gilmore atomicity
restriction would unduly a�ect the practical use of languages like Nom.

4.3 Recursive Function Terms

Having access to the Y combinator [HS86] gives us the ability to express any
recursive function of the untyped lambda calculus. Here we look at how Nom



computes with such terms. Let
V = �y:(x (y y)),
Y = �x:(V V).
This is Curry's de�nition of the Y combinator. Further let
Ints = Y(�ints:�x:(x :: (ints (s x)))).
The term (Ints 0) represents an in�nite list of the integers in Peano notation,
i.e. [0; (s 0); (s (s 0)); : : :]. Clearly this term cannot be computed completely; and
yet it is a valid term of Nom, is a pattern (since it contains no placeholders),
and is even basic-mention (since it contains no second order variables).

Now let
C31 = 81x; xs(everythird (x :: xs) x),
C32 = 81x1; x2; x3; xs; x((everythird (x1 :: x2 :: x3 :: xs) x)  
(everythird xs x)).
(everythird x y) therefore holds if y is one of every third element of x.

Let the sequence �3 of sequents be the single sequent (C31;C32;C33 `
(everythird (Ints 0) Y )), where Y is a �rst order placeholder. The computa-
tion can proceed, in part, as follows:

{ (C31;C32;C33; (everythird (X :: Xs) X) ` (everythird (Ints 0) Y ),
where X andXs are new �rst order placeholders. At this point, Nipkow's ver-
sion of pattern uni�cation [Nip93] automatically reduces the term (Ints 0)
to head-normal form, that is to (0 :: (Ints (s 0))). We therefore obtain a
substitution of Y by 0, and the next step is

{ �, the empty sequence, indicating success.

Other choices of computation path will result in a uni�cation of (Ints 0) with a
term of the form (X1 :: X2 :: X3 :: Xs). This will result in pattern uni�cation
repeatedly �nding the head-normal form of an Ints term, with the e�ect that it
adds more and more evaluated elements to the list.

Hence the basic mechanism of pattern uni�cation, when applied to Nom,
results in lazy evaluation of recursive function expressions. This is clearly not
restricted to the example, but applies to every recursive function. We can there-
fore take a function de�nition of the form fx = e(f ) as meaning that the term
f, wherever it is used, stands for the term (Y �f:�x:e(f)). This approach to
function de�nition, reminiscent of the semantics of Lisp, lets Nom encompass
functional programming as well as higher order logic programming.

5 Related Work

This paper can be seen as a successor to an earlier paper of the author [And89],
which gave a simpler language based on the less expressive logic NaDSet [Gil86].

Besides the other work cited in the text, this paper is also related to the work
of Chen, Kifer and Warren on HiLog [CKW89], a language with a �rst-order
semantics in which quanti�ed variables range only over the constants de�ned in
the program [And89]. Finally, it is related to the work of Kamareddine [Kam92a,
Kam92b], who gives a particular set of rules and a type system for higher order



logic which permit the typing of the Y combinator, but which do not permit
general lambda terms.

6 Conclusions and Future Work

We have described a higher order logic programming system based on Gilmore's
logic NaDSyL. The language has most of the essential power of Lambda Prolog
and can be implemented in much the same manner, but also has general untyped
lambda calculus terms which it evaluates in a lazy manner. This gives it the
power of functional programming as well.

Topics for future research include:

{ Implementation of the language; this may best be done by modifying an
existing Lambda Prolog implementation.

{ Adding a type system to the language. It seems that some Lambda Prolog-
type system with �xpoint types might be good enough, but we have consid-
erable latitude, since types are not needed for consistency.

{ Adding some form of negation. The problem of negation has not even been
fully resolved in �rst order logic programming, and has never been addressed
in HOLP to our knowledge. Hence we must proceed carefully here.
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