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Introduction

Our Vision:
Preventing self-interruptions during reading by analyzing gaze data.

« Self-interruptions
« Reader initiated task switches, non reading related

» Account for half of all interruptions and are more disruptive
Czerwinski et al. 2004, Gonzalez and Mark 2004
* Prevention

« Self-interruptions are more disruptive than other interruptions
Katidioti et al. 2016



Contributions

 GaRSlLogger: Gaze Reading Self-Interruption Logger
* Areading application connected to an eye tracker

* Logs gaze data and self-interruptions

 GaRSlVis: Gaze Reading Self-Interruption Visualizer
« Avisualization front-end for gaze data cleansing
« A prediction back-end to run as data improves

* Relies on data collected by GaRSILogger



GaRSlLogger

A PDF viewer application

« Logging gaze data
* Fixations
« Raw Gaze
 Head Position

« Tagging self-interruptions
1. Application switches
2. Absence of Gaze
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ySIS of outpul. This halps usars 1o mora thoroughly aexplore the

parameter space and produce higher quality results. We describe a custom sampling plug-in we developed for CellProfiler - a popular
biomedical image analysis framework. Our main focus is the development of an interactive visualization technique that enables users
1o analyze the relationships betwean sampled input parameters and corresponding output. We implameanted this in a prototype called
Paramorama. It provides users with a visual overview of parameters and their sampled values. User-defined areas of interest are
presented in a structured way that includes image-based output and a novel layout algorithm. To find optimal parameter setiings,
users can tag high- and low-quality results to refine their search. We include twoe case studies to ilustrate the utility of this approach.

Index Terms—Information visualization, visual analytics, parameter space, image analysis, sampling.

1 INTRODUCTION

There iz a long tradition of al analysis in the life sciences. For
nearly four centuries scientists have peered down microscopes o do
their work. During the past two decades biomedical researchers in-
creasingly starled scrutinizing digital images on computer monitors
due 1o a shift oward virtual microscopy [6]. Today, high-throughput
lechnologies and imaging technigues allow scientists (o automale ex-
periments and capture large resull sets as digital images [27]. Automa-
tion is essenfial o analyze the vast quantities of biomedical images Lhat
scientists generate. Such alporithms antomatically identify objects -
such as cell nuclei - and compute associated metrics - such as the area
occupied byeach cells In apgregate, metrics of a large collection of
experiments caipbEused for rigorous s al analysis.

Image analysis algorithms are often highly parame
siderable human input is neaded to oplimize parameler s
ure | illustrates the conventional approach of “parame
by trial and error. Users start with a set of test images as inpuL
supply input parameter settings, initialize and wait for alporithms o
execule, and inspect the output. Output is judped qualitatively, input
settings are changed, and the process repeated until satisfactory resulis
are achieved. Al this point, users apply the algorithms and the I
armived al 1o large collections of inkiges that are similar o their st sel

Parameter optimization presents @ major usability challenge, which
wig attribule to:

= Time cosi. Due to multiple input parameters, alporithm process-
ing time, interruptions caused by wating for algorithms to exe-
cute, and the number of iterations typically required, it can take
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Fig. 1. The cormenticnal approach for parameter optimization. Based
on a qualitative assessment of current output, users iteratively change
parameter settings and run algorithms fo generate new output. This
process is repeated until the output quality is satisfactory.

The above results in inadeguate exploration of parameter space and
the quality of results produced by image analysis algorithms suffers.

Machine-learning algorithms are one approach o polentially min-
imize user overhead in achieving good object identification resulis.
Users mark up regions of interest in several images, which the algo-
rithms use (o create complex clas: that can recogmize similar re-
ions in other images. In the experience of domain experts, however,
superior results can only be achieved using specific algorithms, when
prior knowledge is available aboul the image, the objects, and their
features (size and appearance). Also, machine leaming approaches
require a substantial amount of hand-labeling of images.
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GaRSlLogger: Implementation

« Eye tracking using a Tobii Eye Tracker 4C ($150)
« GaRSlLogger is implemented as an Electron application rendering PDFs
using PDF.js

Q)
@ PDF JS

github.com/Hirse/GaRSlIVis



GaRSlLogger: Data Collection

« Data collection of “natural reading”
* 24 reading sessions across 8 people
 PDF of readers’ choice

« Reading sessions split into segments of
three types
* Normal reading
« Before a self-interruption
 Invalid (for our analysis)
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2017-11-12T701
2017-11-12T@1
2017-11-12T0@1
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2017-11-12T01
2017-11-12T@1
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:06:
106
106
:06:
:06:
106
:06:
:06:
:37:
:37:
:37:

21
21
21
21
21
21
21

11
11
11

.913Z | FIXATIONDATA |369.73,715.79;17.47%,8.83%; <TEXT_LINE>
.915Z | FIXATIONEND |332.62,721.53;11.03%,35.74%; <TEXT_LINE>
.915Z|HEAD |6.08,107.60,702.73;-0.27,02.19,-0.07

.9187|GAZE |357.64,718.33;15.37%,20.74%; <TEXT_LINE>
.933Z|GAZE |326.13,723.11;9.91%,43.14%; <TEXT_LINE>
.938Z|HEAD|6.08,107.60,702.73;-0.27,0.19,-0.07
.9867Z|HEAD|6.08,107.60,702.73;-0.27,0.19,-0.07

32.
32.

174Z|BLUR|
175Z | ACTIVE | GazeReader .exe;Dialog

.421Z|REASON|distraction
.440Z | FOCUS |
.4497 | GAZE |872.82,534.01;4.50%,7.96%<TEXT_LINE>

You didn't look at the screen for a while.

Please tell us what you were doing by selecting the option that comes closest.

@ Reading related

| had to make a note, look up a term, or translate a word.

e_ Interruption
T | was interrupted by a notification, a call, or another person.

Distraction

| distracted myself by checking social networks, reading articles, or my phone.




GaRSlVis

« Avisualization front-end for gaze data cleansing
« A prediction back-end to run as data improves
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GaRSIVis: Overview

« Sparklines showing fixation count
per second
« Color to encode reading segments
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GaRSIVis: Overview

GaRSl|Vis PREDICT
Fixation Count per Second Mormal Reading Reading before Interruption Invalid Data
« Sparklines showing fixation count Reading
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GaRSIVis: Data Cleansing

Navigate from the overview list of
readings to analyze a single reading
Brush and Zoom for detailed
Inspection and annotation

Mark an area as invalid to exclude
from further analysis

& GaRSIVis a¢

Mark Areas as Invalid Mormal Reading Reading before Interruption Invalid Data
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GaRSIVis: Prediction Results

<& GaRSlVis CHUNK SIZE

Prediction Results Predicted As Normal Reading Reading before Interruption Incorrect

 Invalid segments of data removed

Avg. Accuracy: 61% Avg. Precision: 2% Avg. Recall: 50% Chunk Size: 5 seconds
» Detailed analysis of prediction
Reading 1 Accuracy: 84% Precision: 4% Recall: 50% v
features
Reading 2 Accuracy: 56% Precision: 3% Recall: 33% ~

« Colors represent predicted label
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GaRSIVis: Implementation

Front-End

« Angular as base framework

« Angular Material for design and components
« D3.js rendering SVG for visualization

Back-End

« Python WebSocket Server

* Prediction with scikit-learn

» Logistic Regression Classifier

github.com/Hirse/GaRSlIVis
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Implications

Preventing self-interruptions during reading before they occur.

Next steps:

« Assisted automatic data cleansing
« Comparison of classifiers

* Improved prediction model

14
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