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empirical work to inform vis design

Observations of human behaviour / artefacts. 

Beyond lab studies: contextual inquiries / interviews, 
field studies, artefact analysis, ethnographic methods.  

Pre-design methods and challenges are infrequently 
reported.

image: wikimedia.org
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scenarios, methods, & challenges

3

Reflecting on scenarios from our prior / 
ongoing research projects: 

- Personal data practices 
- Complex environments 
- Remote experts 
- Novel experiences

image: flickr/seatbelt67
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challenge: intrusiveness
Sprague and Tory 111

themselves. As an example, participant 116958 explored 
the Wolfram Alpha computational knowledge engine 
[30] for over a half an hour, based on a friend’s suggestion. 
She allocated this time to not doing coursework, and thus 
felt no pressure to return to work. Similarly, YN, Gorffy, 
Que_sera16, Grahame, and NZGinger all made Internet 
use an accepted part of their daily routine.

It is possible that participants were too distracted to 
notice the artifacts they used when not relaxing; however, 
we found no evidence for this. Additionally, reflection biases 
may have meant that artifact use was retrospectively con-
sidered planned when in fact it was just procrastination.

The Promoter–Inhibitor Motivation Model
Interview questions predominately focused on the cir-
cumstances surrounding an artifact’s use and why the 
participant decided to use it. Subsequently, interview 
tags about goals, factors influencing artifact use, and 
circumstances were the most common. We grouped tags 
within each of these categories (using affinity diagram-
ming) and then searched for between-category corre-
spondences. This approach led to our proposed model.

We summarize our findings about visualization moti-
vations in casual contexts as PIMM, a model which 
describes a theoretical underpinning behind Casual 
InfoVis use. The model consists of two parts: the primary 
PIMM model (see Figure 2) and the stages of use (see 
Figure 3). We first provide an overview of our cost–
benefit model and then describe in detail the goals, 
source factors, and regulating factors that we identified 
in our study, with specific examples.

Model overview
PIMM operates under the theorized assertion that a 
user will continue to use a visualization provided that 
perceived benefits exceed perceived costs. Thus, a sub-
jective weighing of factors promoting use and factors 

Figure 1. An assortment of submitted target artifacts and their primary goals (A–D). Artifacts are: (1A) a newspaper 
article posted on a wall showing physics degree career possibilities; (2A) a bar chart describing the cost to process illegal 
immigrants in the US; (1B) a joke pie chart found online; (2B) an online flow diagram showing how Lord of the Rings 
characters interacted over time; (1C) a planting chart found in a book; (2C) a local bus map found online; (1D) a building 
map found outside a classroom, used to waste time; and (2D) a hand-drawn graph of forgotten content generated by a 
friend’s mother to explain a topic.

Figure 2. The proposed relationship between source factors, 
regulating factors, goals, and artifact use. Regulating factors 
are determined via source factors interpreted through user 
perception and cognition. Source factors influence goal 
production while goals affect the weights of regulating 
factors. Regulating factors subsequently modify user 
motivations to accomplish their goals. Artifact use alters 
source factors and potentially leads to goal accomplishment. 
The source factor diagram (right side) illustrates that data 
are influenced by the system representation or visualization 
and that all source factors are interpreted by the user’s 
thought processes and experience.

 at University of British Columbia Library on April 12, 2012ivi.sagepub.comDownloaded from 

Sprague & Tory. Information Visualization (Sage) 2012.

Method: 
Cultural probe

Scenarios:
personal data 
practices, 
complex 
environments
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challenges: competency, trust, privacy

T. Zuk.  
Univ Calgary  
Doctoral 
Thesis 
(2008).

Method: 
Immersive 
observation via 
impersonation, 
simulated data

Scenario:
complex 
environments

14 1.4. ORGANIZATIONAL SUMMARY

Figure 1.5: Uncertainty visualization for medical diagnostic reasoning support. View
shows decision tree linked with actuarial scoring used for determining pretest probabil-
ity.

framework for assisting the development of visualizations dealing with uncertainty. For

the purposes of this dissertation I define a framework as any set of assumptions, concepts,

or practices, that can be applied to structure a problem space or methodology. The frame-

work directives are then applied in a post-hoc4 evaluation of the visualizations that were

developed. The final chapter reviews the results from all the chapters providing a summary

of all contributions and recommendations for future work.

4The framework directives may have in fact been utilized in some primitive form during their
development.

image: wikimedia.org
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challenge: logistics

Brehmer et al. TVCG / InfoVis 2014,  
Brehmer et al. BELIV 2014.

Methods: 
Screen-capture 
interviews, artefact 
analysis

Scenario:
remote experts
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challenges: legacy bias, cost 

Walny et al. 
TVCG / InfoVis 
(2012)

legend. For removing data columns, SketchInsight expected an erase 
gesture over a column name (either an axis-label or a legend title), or 
over a bar/line/point or set of points in the plotting area. 

3.3.4 Management of Charts 
More than one chart can be displayed on the whiteboard at a time. 
Charts can be moved, resized, duplicated, or deleted, but they cannot 
be rotated, and chart elements cannot be manipulated individually. 
Also, to optimize the wizard’s response time, we chose not to 
support rotation, panning, and zooming of the canvas. 

SketchInsight was designed to support moving of elements by 
dragging or, alternatively, drawing arrows to the desired location of 
the move. The baseline interaction for resizing was a one- or two-
handed pinch gesture; for duplication it was a hold-and-drag gesture. 

4 WIZARD OF OZ STUDY 
The goal of our study was to find out what kinds of interactions 
people gravitated towards naturally when using SketchInsight, with 
its modeless, buttonless, pen and touch interaction, for data 
exploration on interactive whiteboards. 

4.1 Study Setup 
In our Wizard of Oz study setup (Figures 1, 4 and 5), the wizard 
acted as a moderator. The system drew ink strokes on the whiteboard 
and responded directly to some interactions, such as selecting a 
context menu item. The wizard controlled the system’s other 
responses. Our hardware included the following three components: 
x A pen-and-touch whiteboard (Figure 1) through which 

participants interacted with the system. It was a back-projected 
vertical surface that used an infrared Laser Light Plane (LLP) 
[41] to recognize touch, and an eBeam [25] device to provide 
pen functionality.  

x A 21" Wacom Cintiq pen-enabled display [7] (Figure 5, right 
monitor) for the wizard, which mirrored the whiteboard display. 

x Two network-connected desktop computers (one for the 
participant and the other for the wizard) to run our software. 
The software consisted of two programs: the wizard’s control 

panel on the wizard machine and the charting program on the 
participant machine, both connected to a shared database on the 
wizard machine for communication (Figure 4). The wizard’s control 
panel (Figure 5, left monitor) stood in for a recognizer and sent 
commands (e.g., “Draw x-axis” or “Add column to chart”) to the 
shared database, which was polled every 500 milliseconds by the 
charting program. We used two separate machines to avoid the 
problem of the wizard application stealing focus from the participant.  

The touches detected by the LLP setup were shown to the 
participant as orange “blobs” on the screen, but in reality did not 
have any effect beyond making the wizard and the participant aware 
of which parts of the screen were being touched. The eBeam device 
captured ink strokes that were interpreted by the charting program. 

We logged all ink strokes and commands polled from the 
database, captured screencasts of the charting software, and captured 
video and audio of the participants interacting with the whiteboard. 

4.2 Participants and Procedure 

4.2.1 Participants 
We recruited 12 participants (5 males and 7 females) through 
mailing lists and word of mouth. However, we did not use the data 
from one participant due to repeated task interruptions caused by 
system issues during his/her session. Our participants came from a 
variety of different fields: 4 computer scientists; 3 management and 
systems analysts; and one each from math, physics, kinesiology, and 
design. One of the computer scientists had experience with sketch-
based modelling in 3D graphics. All participants stated that they 
were familiar with Microsoft Excel. All but one had experience with 
touch-based computational devices such as smartphones and tablets. 

Three had previous experience with touch-based and pen-based 
whiteboards. Participants received CAD$20 for their participation. 

4.2.2 Procedure 
At the start of each session, we briefed participants by telling them 
they would be working with a pen and touch prototype system to 
perform a series of tasks for data exploration. We encouraged them 
to interact with the system however they wished. We asked 
participants to think aloud about their intentions and reactions while 
they were performing the tasks.  

A sample of the dataset was available to participants throughout 
the study, since SketchInsight was designed for people working with 
familiar datasets. Participants could refer to the dataset or ask 
questions about it to the experimenter throughout the study. Then we 
briefly showed participants that it was possible either to draw on the 
whiteboard with the pen or to touch with any number of fingers; 
beyond this we did not provide any formal training on the system.  

After this introduction, we asked participants to complete a series 
of eight tasks in whatever way they wished. Most of these tasks 
contained multiple steps. After completion of each step of a task, the 
participant was shown a screenshot of the expected result; if the 
results did not match, they were asked to repeat the step. 

In a debriefing, following the completion of all of the tasks, we 
informed participants that this was, in fact, a Wizard of Oz study (i.e., 
the wizard recognized their pen and touch input). They were then 
asked to fill out a short questionnaire about their previous experience 
with pen- and touch-based technologies. We also asked a few open-
ended follow-up questions about the experience with SketchInsight. 
Each session lasted up to 1.5 hours but was typically 45 minutes. 

4.3 Dataset and Tasks 
We used a dataset about world population demographics containing 
9 columns (Continent, Year, Population, Male Population, Female 
Population, Fertility Rate, Birth Rate, Death Rate, and Net Migration 
Rate) and 66 rows (i.e., items). We prepared the dataset by extracting 
demographic data from 1950 to 2010 and projections from 2020 to 

 
Fig. 4. Our Wizard of Oz study involved two network-connected 
desktop computers. 

 

Fig. 5. The physical setup for the wizard. 
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Methods: 
Wizard-of-Oz 
studies

Scenario:
novel experiences

2.1.2 Multi-touch Interaction 
Over the last decade multi-touch interaction, especially on tabletops 
and surfaces, has gained significant attention. The research 
community has created a dedicated conference, ACM Interactive 
Tabletops and Surfaces (ITS), focusing on the design and use of new 
and emerging tabletop and interactive surface technologies. As 
compared to sketch-based interaction, multi-touch interaction has 
been applied to more InfoVis projects. Isenberg and Carpendale’s 
interactive digital table allowed a group of people to collaboratively 
perform tree comparison [20]. Schmidt et al. designed a set of multi-
touch link interactions for node-link graph visualizations—plucking, 
pinning, strumming, and bundling of edges [36]. More generally, 
Isenberg et al. discussed some ways that multi-touch interaction 
could be applied to InfoVis [21]. Leveraging multi-touch interaction 
especially when combined with pen interaction offers considerable 
potential for benefiting the InfoVis community.  

2.1.3 Pen and Touch Interaction 
Hinckley et al. argue that pen and touch interaction offers the 
opportunity to craft new interaction experiences [16]. They advocate 
an approach where pens are used for writing or otherwise marking 
the interface, touch is used for manipulating elements, and that 
combining pen and touch provides additional tools. Brandl et al. 
found the combination of pen and touch input to be not only faster 
and more accurate than touch-only or pen-only bimanual input, but 
also was more preferred [3]. Frisch et al. investigated a rich set of 
study-elicited pen and touch gestures for editing (rather than 
exploring) node-link diagrams [13]. Encouraged by all of these 
projects, we aim to design a pen and touch enabled interface that 
offers new and more direct interactions for data exploration. 

2.2 Observational Studies to Inform Interaction Design 

2.2.1 Wizard of Oz Studies 
A Wizard of Oz study is one in which a person (the “wizard”) exerts 
some degree of control over how the studied system responds to a 
participant’s actions. For systems that require an interaction 
recognizer, the system must be fully implemented except for the 
recognition layer, because the wizard can act as the recognizer. To 
the study participant, the prototype appears fully functioning, though 
slow to respond.  

Nielsen, while advocating next-generation interfaces, predicted 
that Wizard of Oz studies may be required to design them [30]. This 
kind of study setup allows researchers to see how a participant might 
react to a sophisticated interface before this interface is actually 
created. It also allows a certain degree of flexibility in how the 
researchers choose to respond to participants’ actions, something that 
is very difficult achieve with rigidly implemented interfaces.  

Wizard of Oz studies have been used to study interaction 
techniques that could potentially accept a great variety of human-
generated input, or where creating the interaction recognition 
component is an expensive investment. This includes a wide range of 
domains from natural language programming [8], pen-based 
interfaces [9], augmented reality [43], human-robot interaction [34], 
to multimodal interfaces [40]. For any kind of interaction, the benefit 
of a Wizard of Oz study is that it enables researchers to observe 
whether interaction paradigms will be successful without having to 
implement an expensive catch-all recognizer. An added benefit is 
that, with enough participants, training data for the eventual 
recognizer can be collected. 

2.2.2 Observing Individuals to Design Interactions 
When designing interfaces with the goal of more natural interaction 
in mind, it is useful to observe how people naturally interact with 
systems. While most of these types of studies are qualitative in 
nature, some are conducted in lab settings where attention is paid to 
allowing as much freedom as possible to the participants. Fewer 
studies have been conducted ‘in the wild’ in unconstrained real 

world situations. The following are exploratory lab-based studies: 
Grammel et al. observed how novices would construct information 
visualizations when unhampered by the normal constraints of an 
interface [15]; Dwyer et al. examined how people manipulate the 
node-link diagrams given different interactive paradigms (i.e., 
Surface and Mouse) and what kinds of layouts they produce [10]; 
Frisch et al. conducted a study to see what kinds of pen and touch 
gestures people use for editing node-link diagrams [13]. To design 
an interface for pen and touch, Hinckley et al. observed people’s 
manual behaviors with physical paper and notebooks [16]. 

Several exploratory lab-based studies [27][47] have asked people 
to perform touch gestures for specific commands. In these studies, 
the commands are presented in an isolated way; however the work of 
Hinrichs and Carpendale observing gestures used in the wild 
suggests that temporal interaction context and social context play a 
role in determining what gestures are most naturally used [17]. 
While our study was conducted in a constrained environment, it 
expands upon both of these directions, allowing us to observe what 
gestures people invent for themselves and how these gestures fit into 
a sequence of interactions in more complex tasks. 

3 SKETCHINSIGHT DESIGN 
Inspired by the ubiquity of whiteboards in knowledge workers’ 
workspaces, we conducted a Wizard of Oz study to develop a more 
in-depth understanding of how best to use pen and touch interaction 
for data exploration on interactive whiteboards. In particular, our 
study extends the ideas in the pen-based SketchVis system [5] by 
introducing the possibility of touch interactions and by studying how 
people spontaneously use and combine these two input modalities in 
their data explorations.  

Several studies [4][29] have found evidence that freeform writing 
surfaces aid in thinking tasks and a study [44] has reported that 
charts are commonly sketched on knowledge workers’ whiteboards. 
Blending the freeform whiteboard environment that encourages 
thinking with the ability to explore actual data in chart form could be 
a powerful combination. Therefore, the goal of our study is to mimic 
the natural way one might draw charts on a whiteboard and to 
augment the whiteboard capabilities by adding computational power, 
providing access to chart creation and manipulation through pen and 
touch interaction. To run the Wizard of Oz study, we focused our 
design on a flexible base system, called SketchInsight (Figure 1), for 
chart creation and manipulation on a pen and touch interactive 
whiteboard. We leave for further research opportunities such as 
studying these types of interactions for such features as preliminary 
data manipulation, inclusion of more than one data source, and drag-
and-drop data adjustments.  

Fig. 1. A pen-and-touch whiteboard: a back-projected vertical surface 
that used an infrared Laser Light Plane (LLP) [41] to recognize touch, 
and an eBeam [25] device to provide pen functionality. 
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Challenges are not exhaustive. How many? 

Overlap with post-design challenges? 
 
Call to action: BELIV / VIS researchers should 
report more experiences, challenges, methods.

conclusion
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DR Vis Tasks: Supplemental
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discussion

Further reading on early-stage evaluation methods: 
Understanding work practices scenario in Lam et al (2012).  

See also: Carpendale (2008), Sedlmair et al (2011, 2012), 
McKenna et al (2014).


