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Abstract

We provide the following supplemental material along with the paper
submission "Dimensionality Reduction in the Wild: Gaps and Guidance":

• Appendix A: Full list of interviews and associated usage examples:
domain, date, location, and duration of interviews, who interviewed
them, publications, documents, & artifacts solicited by interviewees

• Appendix B: Interview foci & questions

• Appendix C: Data analysis examples
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Appendix A: Full list of interviews

Example Domain Date Dur. Loc. Interviewers Pubs1 Docs

FishPop fisheries sciences 2010-09-17 2h remote ms,si [6, 18] m
MoCap machine learning 2011-11-23 1h ubc ms,mb [2, 31] s
Music media informatics 2011-01-22 0.5h phone ms [4] m,m,t[8]
Concept2 life sciences 2010-11-18 1h phone ms,si,tm v,e
NPAlgo machine learning 2010-12-01 1h phone ms,tm [19, 20, 21, 22]

SeqAln bioinformatics 2010-04-20 1.5h phone ms,si,tm [5, 9, 10] e
[17, 14, 23]
[32, 29]

GamMdl machine learning 2010-12-07 2h ubc ms [33] m
2011-04-07 0.5h ubc ms

Search search engine opt. 2011-01-26 1.5h phone ms,tm m,e
ProstCan bioinformatics 2011-04-04 1.5h remote ms [28] m

2011-04-29 4h remote ms,si,tm
EpiGen bioinformatics 2010-11-16 2h remote ms,hy,tmö [24] s,s

2010-12-21 2h remote ms,hy,tmö
StrucGen bioinformatics 2011-04-20 1h phone ms,si,tm [16] v
FlockSim mathematics 2011-03-18 1.5h sfu ms,sb [7, 11, 12] t[1]

2011-04-05 1h sfu ms,sb,tmö [13, 15]
CompBio comp. bio. 2010-10-13 1h remote ms,si
ChemRel comp. chem. 2010-10-07 1h phone ms,si,tm
MedImg comp. vision 2011-04-05 1.5h sfu ms,sb [3, 25, 26] m

2011-04-15 1.5h sfu ms,sb [27, 30]
TxtDocs journalism 2012-03-05 3h ubc ms,mb,tm m,w
BoatAct marine/ocean sci. 2011-01-20 1.5h phone ms,si m,d,e,v
Polymers2 structural chem. 2010-11-18 1h phone ms,si,tm e

(excluded) comp. vision 2010-10-06 1h sfu ms,hy,tmö

Table 1: Full list of interviews and corresponding usage examples.

The first five entries at the top of Table 1 correspond to the usage examples
described in Section 5 of the paper. The single entry at the bottom of the table
shows the interview that was excluded from further analysis.

Interviewers: Michael Sedlmair (ms), Matthew Brehmer (mb), Stephen In-
gram (si), and Tamara Munzner (tm); Hamidreza Younesy (hy), Steven Bergner
(sb), and Torsten Möller (tmö) are with the School of Computing Science at
Simon Fraser University (sfu), Burnaby BC, Canada.

Additional documents from interviewees (Docs): unpublished manuscript
(m), data (d), presentation slides (s), thesis (t), visualization screenshots (v),
additional email correspondence with us (e), web site / blog (w).

Note1: Articles published by interviewees and/or referred to us by interviewees.

Note2: Concept & Polymers were interviewed together.

2



Appendix B: Interview foci & questions
A: Data (+ Data Analysis)

• How does your data look like?

• One dataset, more datasets?

• What are the major problems, challenges in the data analysis?

• Which information in the data is important for you / what do you read
from the data?

• What else do you want to read from the data

B: Task (+ Goals)

• What are you doing?

• What are you working on?

• What are your Goals?

• What is the ultimate goal?

• What data analysis tasks are involved in your work?

• How important is data analysis in your daily work?

• What other tasks apart from data analysis?

• Collaboration or alone?

• What are the questions/hypotheses you try to answer by analyzing your
data?

C: Current Practices (Tools), Problems and Challenges

• What are the current tools you use for data analysis?

• What Visualizations are you currently using?

• How is your procedure in analyzing the data with these tools (hypotheses)?

• Good things/ bad things about these tools?

• What are you missing with these tools (perfect analysis tool)

D: Dim Reduction

• Do you use DimRed in your work?

• If not yet, why do you think it is important for you?

• What are your expectations?
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E: Patterns of Interest

• Clusters

• Outliers

• Correlation between dimensions (between axis, should be rare after Dim-
Red)

• Finding Meaningful LowDim Axes
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Appendix C: Data analysis examples
In this section we provide examples from process of data collection and analy-
sis, conducted in the spirit of grounded theory, as described in Section 3 of the
paper. Names are obscured to preserve anonymity.

First, interview transcripts (e.g. Figure 1) and notes (e.g. Figure 2), along with
publications and documents of our interviewees (e.g. Figure 3) were open-coded
to identify concepts.

In Figures 4 and 5, the concepts identified in interview notes and documents,
along with their properties and dimensions, were organized into axial codes in
our interviewee summaries.

Figures 6, 7, 8, and 9 represent an iterative process of selective coding, the focus
on conceptual relationships between axial codes. This led to the development
of our descriptive taxonomy, described in Section 4 of the paper.

Figure 10 represents the result of categorizing usage examples as happy, strug-
gle, or fail.

Figure 11 reflects the practices of memoing and theorizing, as prescribed by
the methodology of grounded theory, occurring throughout the data analysis
process.
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Figure 1: An example of an interview transcript (usage example StrucGen).
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Figure 2: Raw interview notes (blue ink) for usage example Music, with post-
hoc open-coding (red ink) to identify concepts.
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Figure 3: Document sent to us by an interviewee (usage example SeqAln),
with post-hoc open-coding to identify concepts.
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Figure 4: Early version for an interviewee summary (usage example FishPop),
italicized headings the result of axial coding: organizing concepts, properties,
and dimensions.
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Figure 5: Later version of an interviewee summary (usage example Search),
bold headings the result of axial coding: organizing concepts, properties, and
dimensions.
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Figure 6: Early selective coding: focusing on conceptual relationships across
summaries.

Figure 7: Continued selective coding: focusing on conceptual relationships.
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Figure 8: Continued selective coding: focusing on conceptual relationships.

Figure 9: Continued selective coding: focusing on conceptual relationships.

Figure 10: Classifying usage scenarios: happy, struggle, fail
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Figure 11: Examples of memos and ongoing theorizing occurring during the
course of data analysis.
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