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Abstract

Mental representations form a useful theoretical framework for understanding the integra-
tion, separation and mediation of visual perception and motor action from a computational
perspective. In the study of human-computer interaction (HCI), knowledge of mental rep-
resentations could be used to improve the design and evaluation of graphical user interfaces
(GUIs) and interactive systems. This thesis presents a representational approach to the
study of user performance and shows how the use of mental representations for perception
and action complements existing information processing frameworks in HCI. Three major
representational theories are highlighted as evidence supporting this approach: (1) the phe-
nomenon of stimulus-response compatibility is examined in relation to directional cursor
cues for GUI interaction with mice, pointers, and pens; (2) the functional specialization of
the upper and lower visual fields is explored with respect to mouse and touchscreen item
selection; (3) the two-visual systems hypothesis is studied in the context of distal point-
ing and visual feedback for large-screen interaction. User interface design guidelines based
on each of these representational themes are provided and the broader implications of a
representational approach to HCI are discussed with reference to the design and evalua-
tion of interfaces for time- and safety-critical systems, interaction with computer graphics,
information visualization, and computer-supported cooperative work.
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Chapter 1

Introduction

The sense of sight has had tremendous influence on the way that user interfaces and interac-

tive systems are designed. It is difficult to imagine how much of the computing technology

we use today would be possible without the ability to see. Because vision has always been

so important, it is reasonable to argue that the study of human-computer interaction (HCI)

has in many ways been the applied study of human vision as it relates to interface design.

Even though most users have other senses such as audition and touch, the visual and graph-

ical elements of a system are the ones that are most familiar to users and are probably the

ones that many first identify as comprising the “user interface.” This has had a profound

influence on the way that HCI is studied and practiced. The rapid emergence of graphical

user interfaces (GUIs) and the movement toward direct, visually-guided interaction (i.e. di-

rect manipulation) are strong examples of how the study of user interface design in HCI has

predominantly been one of visual user interface design. Although the aspects of audition

and touch remain important and are likely to be even more important in the future, the

emphasis in this dissertation is on vision and the visual characteristics of user interfaces.

1.1 Information Processing in HCI

HCI has a history of studying interaction from the standpoint of information processing.

Many of the empirical models of user performance that are now familiar in the discipline,

such as Fitts’s Law and GOMS, are theoretically grounded from the perspective of users

as information processors (Fitts, 1954; Card et al., 1983). The most prominent example of

this approach in HCI was first described by Stuart Card, Thomas Moran, and Allen Newell

(1983) in their classic description of the Model Human Processor, which brought together

the results of earlier psychological research such as the work of Newell and Simon (1972), to

build a model of routine cognitive tasks that could be used to understand performance in a

variety of computing tasks involving humans. Their perspective has provided much of the
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Figure 1.1: An overview of the Model Human Processor in HCI from Card, Moran, and
Newell (1983). User performance is modeled as the amount of time spent with
three interrelated subsystems: a perceptual subsystem, a cognitive subsystem,
and a motor subsystem. In the Model Human Processor, an emphasis is placed
on the relationship between visual perception and motor action and the internal
representations that mediate them. Absent in this model are other sensory
modalities like touch, although the model could be extended to include such
components.
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context for ongoing empirical work in HCI, especially where the optimization of particular

user interface characteristics related to visual elements is concerned. Figure 1.1 presents

an illustration of the Model Human Processor as originally described by Card, Moran, and

Newell (1983).

In the Model Human Processor, user performance is attributed to resources spent on

three interrelated subsystems: a perceptual subsystem that forms memories of detected

sensory information, a cognitive subsystem that makes decisions based on these perceptual

memories, and a motor subsystem that carries out physical movements and interactions with

the interface. Implicit in this model of user behaviour is the belief that it is essential to

characterize the relationship between vision and movement to understand user interaction,

since neither vision nor movement constitutes interaction on its own. The human eyes

form a part of the perceptual subsystem by acquiring images of detected light information.

The processing of visual information by the human brain forms a part of the cognitive

subsystem by allowing users to decide what the correct responses to visual events should

be. The limbs are part of the motor subsystem, which enact the decisions made by the

acquired and processed visual information.

The information processing approach taken by Card, Moran, and Newell has close ties

to the modern study of cognitive psychology, which has been heavily influenced by com-

putational theory and vice-versa. Of particular interest to many cognitive psychologists

is the idea that human behaviour can be formally described as a collection of constructs

known as mental representations. Such representations form the basis for understanding the

integration, separation and mediation of visual information as it is used for perception, or

input to the human visual system, and action, or actor-generated body movements (Prinz

& Hommell, 2002). The importance of mental representations is echoed in the Model Hu-

man Processor but this is a topic that is largely unexplored in Card, Moran, and Newell.

They wrote: “The perceptual system carries sensations of the physical world detected by

the body’s sensor systems into internal representations of the mind by means of integrated

sensory systems.” They indicate that something is intrinsically important about these rep-

resentations to user performance, but this has yet to receive much attention in HCI. This

thesis takes one step toward understanding the importance of mental representations and

how they might be useful in describing and explaining the phenomenon of user performance.
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1.2 Why are Mental Representations Important?

As user interfaces become more complex and interaction moves beyond the desktop, it will

become necessary for HCI researchers and practitioners to understand more about vision, its

relationship to movement, and the implications these have for the design of interactive sys-

tems. Though the technical aspects of hardware engineering and software implementation

will always be important, such contributions are diminished without attention to how new

technologies are processed by the perceptual, cognitive, and motor systems of the human

user. As an example, Rensink (2002b) points out that developing “the conscious impression

of a rich, coherent display requires the careful coordination of [visual] attention with the

task at hand, so that external information can always be accessed when needed.” This is

entirely independent of the hardware engineering or software implementation techniques

used to implement the display.

In order to make human vision tractable and accessible to an audience concerned with

the design of user interfaces, mental representations serve as a convenient model. A theoret-

ical framework based on mental representations would allow HCI to look at the mechanisms

of visual processing in a more intimate fashion, unifying the descriptions and models of user

performance that already exist with the complexity of human physiology and the human

brain. It provides HCI with a means for making new, and often counterintuitive predictions

about user performance in various interactive settings. It also provides a means for evalu-

ating the use of interactive technology in situations beyond those already envisioned, as is

the case where input technology originally meant for use on the desktop is now finding use

for large screen interaction and other kinds of interactive tasks.

In these ways, the study of mental representations can benefit HCI both theoretically

and practically: a representational approach to HCI can help researchers gain a deeper un-

derstanding of the mechanisms driving user performance. It can help practitioners better

understand the kinds of visual elements and organizational characteristics that constitute

effective user interface designs, and it can be useful as a tool for justifying existing guide-

lines for user interface design and for developing new design guidelines. These benefits of

investigating mental representations in HCI are not only limited to vision, but can also

extend to how human users process information from other sensory modalities like audition

and touch. Primarily for reasons of scope, this dissertation focuses specifically on mental
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representations and the processing of visual information for movement.

1.3 Scope and Objectives

The central thesis of this dissertation is thus:

A representational approach to the study of HCI is able to predict

variations in visually-based user performance neglected by existing

theoretical frameworks in HCI. Such insight can be helpful in the

design and evaluation of interactive systems.

A primary objective of this dissertation is to show how existing information processing

frameworks in HCI (i.e. the Model Human Processor) can be augmented by an understand-

ing of mental representations of visual space. Three different representational theories are

examined to determine how user performance can be directly influenced by the ways in

which visual information is internally represented by users. Our study of each represen-

tational theory presents a controlled empirical evaluation of a particular aspect of visual

user interaction, demonstrating that models of the integration, separation, and mediation

of visual representations for perception and action can systematically explain the perfor-

mance characteristics of users in various interactive settings. A secondary contribution of

this dissertation is the development of practical user interface design guidelines based on

the investigation of these different theories, which provide an understanding of how mental

representations can be helpful to the design of real-world systems. Specific applications

to visual user interfaces for time- and safety-critical systems, interaction with computer

graphics, information visualization, and computer-supported cooperative work (CSCW)

are discussed as concrete examples.

The first major theory discussed in this dissertation examines the phenomenon of stimulus-

response compatibility, which is already a topic of some interest in HCI (Fitts & Seeger, 1953;

Worringham & Beringer, 1989; Chua, Weeks, Ricker, & Poon, 2001). Stimulus-response

compatibility is argued to be a representation of perception and action that emphasizes the

integration of visual information. This representational phenomenon is used to examine the

issue of graphical cursor orientations with mouse, pointer, and pen input on small, medium,

and large displays.
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The second major theory discussed in this dissertation is the functional specialization

of the upper and lower visual fields, which shows how separate representations govern the

processing of objects in the visual world as a consequence of human evolution (Skrandies,

1987; Previc, 1990). The physiological differences between the visual fields are believed to

contribute to a representation of perception and action that emphasizes the separation of

visual information. This representational phenomenon is used to evaluate graphical item

selection performance at different perceived locations on a large display using mouse or

touchscreen input.

The third major theory discussed in this dissertation is the two-visual systems hypothesis,

which states that different representations of visual information exist to enable the ability to

complete perceptual tasks and to coordinate physical movement (Trevarthen, 1968; Milner &

Goodale, 1995; Bridgeman, Peery, & Anand, 1997). The hypothesis suggests that the mental

representations that integrate and separate visual information also mediate representations

of visual information as they are used for perception and action. This representational

phenomenon is used to motivate a study of how the presence or absence of graphical cues

such as tracking cursors can influence user performance in large graphical display settings

and immersive virtual environments.

Having explained what this dissertation is about, it is also important to say a few words

about what this dissertation is not about. This dissertation presents an investigation of

mental representations of visual space as it applies to HCI. It assumes that human vision

can be described as a computational process. In cognitive psychology and other related

fields such as kinesiology, this has been a topic of intense debate. The computational

perspective appeals largely to a constructivist school of thought, and there are those, such

as Searle (1997), who maintain that certain qualities of consciousness, such as intentionality

and subjective quality, can never be computed. This thesis is not intended to decide which

of these theoretical approaches are valid (or which ones are not). The question examined

here is not whether the mind should be described in a particular way, but rather whether

a particular perspective in cognitive psychology might be valuable to the study of HCI.

The former is a matter for those in cognitive psychology and philosophy, while the latter is

important to computer science and engineering. The approach presented here is largely a

consequence of how valuable information processing models have been to the study of HCI

and it is merely the intention of this thesis to show how such models can be augmented
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and extended by a further understanding of the lower level mechanisms that underlie these

descriptions.

1.4 Overview of this Dissertation

This dissertation has eight further chapters, broken down as follows:

• Chapter 2 presents the motivation and background of this thesis from the perspective

of cognitive psychology. It summarizes the computational approach to understanding

visual processing and how this relates to the representational theory of mind. A

discussion of mental representations and how they relate to human comprehension of

visual space is provided.

• Chapter 3 presents the motivation and background of this thesis from the perspective

of HCI and interaction design. It reviews the relevant literature on input and inter-

action techniques and graphical display technology. Pointing is identified as a major

interaction method and some discussion is provided regarding existing approaches to

evaluating user performance in graphical pointing tasks.

• Chapter 4 ties together the material presented in the two previous chapters by describ-

ing how mental representations can influence user performance. Potential implications

of this approach to user evaluation and the study of HCI are provided.

• Chapter 5 examines the first of the three major representational theories: stimulus-

response compatibility. A description and literature review of related work are pre-

sented and an experiment comparing graphical cursors with implicit directional cues

for interaction with small, medium, and large displays using mice, pointers, and pens

is described.

• Chapter 6 investigates the second of the three major representational theories: the

functional specialization of the upper and lower visual fields. A description and lit-

erature review of related work are presented and an experiment comparing mouse

and touchscreen selection performance for items presented in the vertical hemifields

is described.
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• Chapter 7 looks at the third of the three major representational theories: the two-

visual systems hypothesis. A description and literature review of related work with

respect to the two-visual systems are presented. An experiment comparing voice input

to pointing with varying degrees of visual feedback on a large screen graphical display

is described

• Chapter 8 provides a general discussion of the representational approach, based on

the evidence indicated by the study of the three representational theories. Specific

comments about the application of this work to the study of HCI are presented with

a special emphasis on the design and evaluation of interactive systems for time- and

safety-critical situations, interaction with computer graphics, information visualiza-

tion, and CSCW.

• Chapter 9 is the conclusion, which summarizes all of the work described in this dis-

sertation and presents some closing remarks.

Several appendices are at the end of the dissertation. Appendices A, B, and C provide

supplementary data for the three presented experiments that could be useful for future

experimental replication or for further analysis of the experimental data. Appendix D

provides a glossary of terms.
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Chapter 2

Computational Perspectives on

Human Vision

The study of human vision is one that stretches back to antiquity. Philosophers such as Plato

and Aristotle addressed the question of what it meant “to see” long before modern scientific

methods or experimental techniques even existed. This is a question that still remains

mostly unanswered today, although the emergence of new experimental methods and new

measurement technology has allowed vision scientists to make incredible discoveries over the

last several decades. In the realm of cognitive psychology, new approaches to studying the

sense of sight have provided tremendous insight into the internal mechanisms that permit

people to see. Perhaps the most influential of these approaches to date is the computational

theory of the human mind, which is very closely linked to the information processing models

of user performance that have been so important to the study of HCI. Understanding

the representational basis for HCI begins with an understanding of computation and its

relationship to the understudy of human cognition.

2.1 Computation and the Human Mind

The computational theory of the human mind is one of the more popular schools of thought

in cognitive psychology and is central to many of the current approaches for studying

the nature of human behaviour. Computational theories arose during the 1950s when the

dominant psychological approach was behaviourism, or the belief that the only psychological

phenomena of interest were those that examined the relationship between observable stimuli

and observable behavioural responses (Watson, 1913; Skinner, 1953). There was very little

interest in studying the nature of consciousness or the human mind during the reign of

behaviourism because these were considered to be outside the realm of appropriate scientific

study.
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When the psychologist George Miller summarized the results of several studies demon-

strating a limited capacity for human short-term memory of about seven items, he proposed

that short-term memory actually required mental representations for encoding and decod-

ing information (Miller, 1956). Miller’s work happened at around the same time that other

researchers, including Allen Newell (who was one of the key architects of the Model Human

Processor described in the last chapter), John McCarthy, Marvin Minsky, Noam Chomsky,

and Herbert Simon, were founding the study of cognitive science (Newell & Simon, 1972;

Thagard, 1996). In the 1950s, theories of computation were gaining substantial interest,

particularly with respect to the study of artificial intelligence and because of this, many had

begun to question whether it was possible to reconcile the physical nature of the human

brain with the immaterial nature of the human mind using computational models.

The central argument of the computational theory of mind is that thinking can best

be understood in terms of representational structures and the computational procedures

that operate on these structures (Thagard, 1996). These representational structures are

analogous to data structures and the computational procedures that operate on them are

analogous to formal algorithms. Thus, this approach to studying the human mind has direct

links to theories of computation as they are studied in computer science and it is possible to

see many aspects of one in the other. The key challenge of the computational theory of the

human mind lies in understanding the nature of the representations and computations that

constitute thinking. Disagreements arise in cognitive psychology and philosophy because

there is no consensus on the computational approach that will eventually lead to a complete

theory of the mind. Current theories about the kinds of computations that occur in the

human mind include formal logic, rules, concepts, analogies, neural networks, and mental

imagery (Chomsky, 1965; Pylyshyn, 1984; Kosslyn, 1987; Pinker & Mehler, 1988).

However, HCI is less concerned with this mind-body problem and is more interested

in all of the various ways in which the mental representations that are hypothesized to

operate in the mind could support an understanding of user interaction. Although this

dissertation focuses on computation and representation as they pertain to visual perception

and action, the many other ways in which representations model behaviour could also play

an important role in HCI research. Sasse (1997) has argued that mental representations

could be important in solidifying the concept of mental models in HCI, especially with

respect to the ideas surrounding conceptual design.
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It is perhaps unsurprising that user modeling in HCI has been heavily influenced by

theories of computation and that information processing models of user performance still

remain important. Many of the earliest attempts to formally model user performance were

conducted by psychologists who believed in the potential of computational models to explain

human behaviour. This should at least suggest to those studying HCI that understanding

the mental representations that underlie a computational model may be as important as

the models themselves.

2.2 What are Mental Representations?

Because mental representations are central to the computational theory of mind (and this

dissertation), it is important to define the term carefully. Although this dissertation ex-

clusively focuses on representations as they pertain to human vision and visual processing,

such representations also serve as convenient models for many other aspects of human be-

haviour, including language, reasoning, and deduction. The use of mental representations

for explaining behaviour actually predates the computational theory of mind, going at least

as far back as Aristotle, who claimed that commonsense mental “states” such as thoughts,

beliefs, desires, perceptions, and images were representations themselves (Cohen, Curd, &

Reeves, 2000).

Johnson-Laird (1983) has suggested that mental representations are a means to reify

the abstract concept of a mental model. He proposed that reasoning about a problem can

be facilitated if a person has a mental model that represents the relevant information in

an appropriate fashion for the problem to be solved. Others, such as Paivio (1986) argue

that mental representations in fact have an analogy to physical representations, leading to

a definition of representation that spans a continuum from picture-like representations to

language-like representations. Thus, depending on whose computational theory of mind

is being discussed, what is actually meant by a “mental representation” can change quite

substantially.

Among computational theorists in cognitive psychology, perhaps the only consistent

property of a mental representation is that it is an abstract, information-bearing construct of

some kind, though many would argue that mental representations are systematic structures

as well (Fodor, 1983; Pylyshyn, 1984). Because of this and because there are so many
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different kinds of hypothesized mental representations, not all of which are relevant to this

dissertation, we will define a mental representation as follows:

Mental Representation An abstract structure that encapsulates information about ex-

ternal events in a systematic way so that appropriate decisions may be made.

This definition suitably encompasses all of the relevant computational approaches to

studying vision and the mind without loss of generality to other bodies of work that use the

term. Furthermore, it is a definition that is sufficiently simple and accessible to the study of

user performance in HCI, which is especially important in a discipline that must meet the

needs of both researchers who are particularly interested in theory and practitioners who

are particularly interested in building systems. It is a definition that also emphasizes the

scope of this dissertation, which is focused on showing how different kinds of mental repre-

sentations can influence user performance and not on the particulars of syntactic properties,

physical realization, or their philosophical implications.

2.3 A Three-Level Model of Computation

Perhaps the best studied component of the “computational mind” is the human visual

system. Much of the empirical evidence supporting a computational theory of the mind

is actually derived from theoretical predictions of how various representations of visual

information induce specific patterns of behaviour. It is also an approach to studying vision

that has been profoundly influenced by the cognitive psychologist David Marr (Marr, 1982).

Marr in particular believed that it was important to reconcile the “hardware” of the human

visual system (the brain) with its less tangible aspect of enabling many kinds of behaviour.

His research has left a lasting impression on the way that the particular problems posed by

vision are understood and his theories on information processing have had an impact on

computational models of the human mind in general.

Marr believed that human vision needed to be modeled as a computational system

because complex information processing systems were always more than the sum of their

parts. Such systems could never be understood as a simple extrapolation of their elementary

components. He proposed that any complete theory of a complex system, such as a theory

of human vision, needed to address three fundamental issues. First, the theory needed to
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1. Computational De-
scription

2. Representation and
Algorithm

3. Hardware Imple-
mentation

What is the goal of the
computation, why is it ap-
propriate, and what is the
logic of the strategy by
which it can be carried
out?

How can this computa-
tional description be im-
plemented? In particular,
what is the representation
for the input and output,
and what is the algorithm
for the transformation?

How can the representa-
tion and algorithm be re-
alized physically?

Table 2.1: The three levels of complex information processing systems, derived from Marr
(1982). These were the levels at which any machine carrying out an information
processing task needed to be understood.

enumerate what the end goals of the system were. Second, the theory needed to explain

why such goals were necessary or appropriate. Third, the theory needed to describe how a

system constructed for the purpose of accomplishing these goals could do so.

According to Marr, these three fundamental issues could be resolved by defining an

information processing system like human vision in terms of three levels of abstraction.

Such systems contain a level of computational description, a level of representation and

algorithm, and a level of hardware implementation. In his model, all three levels are logi-

cally and causally related, meaning that they could be interpreted as forming an implicit

hierarchy of abstraction, with computational descriptions forming a “high-level” description

of the system and hardware implementations forming a “low-level” description. Table 2.1

summarizes Marr’s three-level information processing model.

2.3.1 Computational Description

Computational descriptions form the high-level description of an information processing

system. Marr gives “description” a very specific definition at this level: it is the result of

using a representation (defined at the mid-level of the system) to describe a given entity

(Marr & Nishihara, 1978). It is perhaps somewhat unfortunate that this is called a “compu-

tational” description, since it is important to realize that his entire model is a computational

abstraction, and not just this particular level. Nevertheless, this is the level at which the

performance of the system is characterized as a mapping from one kind of information to

another. This is often called the functional description of the system. An important prop-
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erty of the computational description is that the abstract properties of this mapping are

precisely defined. Another important part of the computational description involves the

justification of appropriateness and adequacy: why has the system been designed in this

particular way and how has this served to fulfill its functional goals?

Marr believed that the primary goal of the human visual system was to construct a

three-dimensional representation of distal stimuli on the basis of inputs to the retina that

served to promote useful behaviour with the surrounding environment. Useful behaviour in

this sense meant that vision had a wide variety of functions, including the ability to identify

shapes and objects at a distance and the ability to support navigation and movement. In this

sense, his interpretation of vision coincided with the ecological approach taken by Gibson

(1979), who regarded the “problem” of vision as being that of utilizing the valid properties

of the external world from visual information, although Marr believed that Gibson seriously

underestimated the complexity of the information processing problems posed by vision.

2.3.2 Representations and Algorithms

Representations and algorithms form the mid-level description of Marr’s information pro-

cessing model. At this level, the choice of representation for the input and output is de-

scribed as well as the algorithm that is used to transform the input into the output. Marr

chooses to define a representation as a formal system for making explicit certain entities,

or types of information, together with a specification of how the system does this. This

particular definition has the critical implication that information represented in one way

can facilitate the particular goals of a system while the very same information, when rep-

resented in another way, may not. Marr refers to the different ways in which numbers can

be represented as an example: it is easy to add, subtract, or multiply when numbers use an

Arabic or binary representation, but it is not at all easy to perform these same operations

as Roman numerals.

Instead of vision being the computational result of abstract “invariants,” or permanent

properties of the environment as Gibson believed, Marr thought of vision as being no more

complicated than mapping from one representation to another. One of the major implica-

tions for this representational approach versus Gibson’s ecological approach was that the

processes of vision could be specified in very precise terms without deferring to a sensory

apparatus of arbitrary complexity. Thus, one could imagine that visual information, at least
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in its initial representation, could be defined as multiple arrays of image intensity values

as detected by the photoreceptors in the retina, which would in turn be algorithmically

transformed into a representation useful for a particular visual task, such as pointing at an

object in the surrounding world.

2.3.3 Hardware Implementation

Hardware implementations form the lowest-level description of Marr’s information pro-

cessing system model. It is analogous to the detailed architecture of the system, which

describes how the system is physically “implemented.” This level of detail is important

because the particular way in which a representational abstraction is implemented can have

consequences for the performance of the representation itself.

The “hardware” of human vision includes the neural connections and cells that permit

the transduction of light information detected by retinal cells. When the level of hardware

implementation is combined with that of the levels of computational description and repre-

sentation, one begins to see how it is possible to reconcile the apparent seamlessness of the

visual experience with the complex neural hardware that apparently makes such experience

possible. Marr points out that one could argue against an information processing model

of vision by appealing to the presence of visual illusions and other perceptual ambiguities

as philosophers have done in the past (Austin, 1962). This particular argument can be

countered when one considers how visual information is implemented at the level of the

human brain. One possible consequence of human evolution is that the human visual sys-

tem has been implemented as a system capable of performing a great many things, but

perhaps at the expense of other functions that were less appropriate to ancestral survival.

Thus, the existence of visual illusions is not evidence that vision is something other than

computation but rather evidence that vision may not have been implemented to deal with

these particular kinds of visual phenomena.

2.4 Some Implications for Human Vision

The three-level information processing model introduced by Marr led him to believe that

a representational framework for vision divided the derivation of shape information from

images into three representational stages: (1) the representation of properties of the 2D
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image such as intensity changes and local 2D geometry, (2) the representation of properties

of the visible surfaces such as distance from the viewer and surface discontinuity in a viewer-

centered coordinate system, and (3) the representation of the 3D structure and organization

of the viewed shape from an object-centered perspective. Table 2.2 summarizes Marr’s basic

framework for human vision.

Name Purpose Primitives

Image Represents intensity Intensity value at each point in the
image

Primal sketch Makes explicit important informa-
tion about the 2D image, primar-
ily the intensity changes there and
their geometrical distribution and
organization

Zero-crossings, blobs, termina-
tions and discontinuities, edge seg-
ments, virtual lines, groups, curvi-
linear organization, and bound-
aries

21

2
D sketch Makes explicit the orientation and

rough depth of the visible sur-
faces, and contours of disconti-
nuities in these quantities in a
viewer-centered coordinate frame

Local surface orientation (the
“needles” primitive), distance
from viewer, discontinuities in
depth, discontinuities in surface
orientation

3D model rep-
resentation

Describes shapes and their spa-
tial organization in an object-
centered coordinate frame, using
a modular hierarchical represen-
tation that includes volumetric
primitives (i.e. primitives that
represent the volume of space that
a shape occupies) as well as sur-
face primitives

3D models arranged hierarchically,
each one based on a spatial config-
uration of a few sticks or axes, to
which volumetric or surface shape
primitives are applied

Table 2.2: Marr’s (1982) basic representational framework for human vision, based on deriv-
ing shape information from images. He argues that processing visual information,
such as the shape properties of an object, is the result of multiple representational
transformations.

Although much of Marr’s representational framework has been supplanted by more re-

cent empirical evidence (i.e. his concept of a unified percept of the visual world has been

challenged by the work of Milner and Goodale (1995) and others), the three-level infor-

mation processing model continues to have value in the study of visual behaviour. For

example, representations of visual information have been important to understanding phe-
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nomena such as visual attention, which have traditionally eluded systematic study. More-

over, the concept of representations in visual processing has been influential in structuring

visual processing in terms of computational modules, analogous to the modular organization

of the mind proposed by Jerry Fodor (1983). This architectural model of vision has also

served to support the study of visual processing as a “vertical” structure, with simultaneous

top-down influences such as expectations, memories, and biases, and bottom-up influences

such as direct changes to the visual world itself that can affect visual perception (Long &

Toppino, 1994; Cave & Kim, 1999; Itti & Koch, 2000).

Advances in the neuroscience and physiology of vision are directly linked to specific

perceptual effects such as change blindness, or the inability to detect a change in a visual

scene under certain circumstances despite the fact that such changes would normally be easy

to detect (Simons & Levin, 1997; Rensink, 2000, 2002a). Other research has shown that

individual visual items become “lost” in the presence of peripheral distractors, suggesting

that there are limits to the attentional resolution of the human visual system (Parkes,

Lund, Angelucci, Solomon, & Morgan, 2001; Cavanagh, 2001). This limitation appears to

be supported by research showing that the human visual system may also be bounded by

limited computational resources. The FINST (“FINgers of INSTantiation”) theory proposed

by Pylyshyn (1994; 2003) suggests that visual indexing occurs, allowing humans to keep

track of between four and six visual objects at a time. The neural and behavioural correlates

of these and other effects give rise to interpretations that can be used to better understand

the specific characteristics and limitations of visual performance.

Research into human vision is ongoing and it will likely be many more years before

anyone can offer a complete theory of vision that ultimately fulfills the requirements of

Marr’s three-level information processing model. Though the research presented above

does not give a complete impression of all the different kinds of vision research currently

taking place, it is readily apparent that the notion of representations and the computational

approach might offer insights into human visual processing that might have implications for

HCI and user interface design. As we will see in the coming chapters, the fact that the same

detected visual information can be represented in multiple ways to achieve different goals

means that these multiple, simultaneous representations of vision can have a systematic,

observable impact on user performance.
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Chapter 3

Input and Interaction through

Visual User Interfaces

The design and evaluation of input and interaction techniques is central to the study of

HCI. Because user interfaces and technology have changed so much in a very short period

of time, it is important to review some of the research that has occurred since the late

1970s. When user interfaces were first being evaluated, desktop computers were not yet

commonplace and much of the research had an emphasis on the ergonomics, or human

factors, of systems that enabled repetitive tasks such as textual transcription and telephone

operator tasks (Card et al., 1983). Many of the lessons learned in these early user systems

continue to be applied today, but in a considerably different context.

Computers and the user interfaces that go along with them are now seeing use in more

ubiquitous scenarios. Mobile phones and personal digital assistants (PDAs) are widely used

throughout the world and large screen displays seem to be used in conjunction with portable

computers to form ad-hoc collaborative environments. Touchscreens have become a viable

method for user interaction and computer vision is rapidly enabling new forms of input,

such as 3D gesture. These and other new applications for interaction technology point to a

greater need for design and evaluation methods that augment existing techniques in HCI.

There is a tighter coupling between visual perception and motor action today than there

has ever been in the history of user interface design and the gap between our understanding

of user performance and the technology that enables interaction continues to widen. A

representational basis for perception and action may be integral to closing this gap by

providing a theoretical grounding for understanding the usable characteristics of existing

and future technology.
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3.1 Experimental Methods in HCI

Existing evaluation methods in HCI are derived from a number of disciplines, including

engineering, cognitive psychology, and the social sciences. Techniques can be grouped into

one of three categories: user modeling (i.e. GOMS and keystroke-level models), qualita-

tive methods (i.e. ethnography and cognitive walkthroughs), and quantitative methods

(i.e. empirical studies and user preference questionnaires based on the Likert scale). In

this dissertation, we borrow from the quantitative group of evaluation techniques and use

controlled experiments to study the impact of representations of visual space. The experi-

ments discussed here are largely influenced by the psychophysical method, which is a reliable

technique for studying certain kinds of behavioural phenomena in cognitive psychology and

neuroscience.

3.1.1 Psychophysical Techniques

Psychophysical experimentation dates back to the nineteenth century when the study of

psychology was still in its infancy and there were no existing physiological methods that

enabled the objective evaluation of sensory or neural functions. Gustav Fechner is generally

credited with the development of psychophysics as a means of studying the relationship

between the mind and body (Adler, 1966). Fechner believed that mind and body were just

different reflections of the same reality, which is a belief that resonates with the computa-

tional theory of mind in cognitive psychology. To study these “reflections,” Fechner devised

methods for establishing a correlation between neuronal (i.e. objective) and perceptual (i.e.

subjective) events.

The necessity for psychophysical techniques arises because there is an apparent conflict

between obtaining perceptual experiences, which everyone has, and investigating them so

they can be communicated and shared by others. In modern psychology, psychophysical

techniques are used to selectively isolate given neural mechanisms by the behavioural pat-

terns they are hypothesized to generate. Experimenters infer the existence of a particular

neural mechanism for behaviour based on objective observations using physical or virtual

stimuli (Wist, Ehrenstein, & Schrauf, 1998). Thus, physical or virtual stimuli are used as

a reference for particular stimulus characteristics that are systematically manipulated to

measure observer performance.



3.1. Experimental Methods in HCI 21

Four basic behavioural tasks are assessed using psychophysical techniques: detection,

identification, discrimination, and scaling (Ehrenstein & Ehrenstein, 1999). Detection tasks

are arguably the most basic, focusing simply on whether an observer is able to perceive a

stimulus at all. Identification tasks build on detection by further asking observers the

specific characteristics of a stimulus they can identify, such as spatial location. Discrimina-

tion tasks ask observers to detect or identify stimuli under uncertain conditions, including

situations where environmental noise might mask the presence of a relatively weak stimu-

lus. Scaling tasks measure the magnitude of stimuli by systematically measuring observer

responses on a psychophysical scale.

There are particular kinds of psychophysical tasks and methods that have been valuable

in studying behavioural phenomena. There are methods based on threshold measurements,

which are used to identify the intensity at which observers can just barely detect a stimulus

(sometimes known as the absolute threshold) and to identify the minimum intensity at which

a variable comparison stimulus must deviate from a constant control stimulus to produce a

noticeable perceptual difference (sometimes known as the difference threshold or the just-

noticeable difference). There are forced-choice methods, which require observers to make

a response on every trial in an experiment regardless of whether the observer “perceived”

the presentation stimulus; such methods can be used to reveal detection or identification

thresholds beneath a hypothesized absolute threshold. There is also the signal detection

approach, which is used to concurrently measure the sensitivity of observers in performing

a perceptual task and any response bias they might have.

In HCI research, variations on psychophysical techniques are used to conduct experi-

ments on tasks that require visually-guided motor movement. Basic visual stimuli are used

in target acquisition tasks where participants are required to engage in physical movement

to make a response in individual trials. Trials are commonly blocked according to the ex-

perimental factors that are being varied and these trials are typically sufficient in number so

that each participant can be considered to be an independent experiment (Vicente & Toren-

vliet, 2000). Many experiments employ completely within-subject designs and individual

trial combinations are repeated several times to minimize response variance. These kinds

of experiments can be used to identify systematic variations in user performance based on

variations in the interactive environment (i.e. different input devices, graphical displays,

or interface type) and have been useful in characterizing the limits of user performance,
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building general design guidelines for user interfaces, and directly applying the results of

psychological experiments to the design of interactive systems (Ware, 2004). Many of the

key empirical results that were used to build the Model Human Processor described by

Card, Moran, and Newell (1983) are based on experimental data collected using these kinds

of techniques.

Quantitative Metrics

Motor performance experiments often focus on two particular kinds of quantitative metrics:

response time and accuracy. Response time could specifically be any number of measures,

including response delay defined as the initial onset of movement from the presentation of a

visual stimulus, movement time defined as the time between initial onset of movement and

the termination of the movement response, or frequently it is the sum of both response delay

and movement time. Although in some cases, experiments yield response time differences

across experimental conditions that can be measured in seconds, response time differences

are often measured in milliseconds because the hypothesized differences in performance

are only visible at this level of resolution. In experiments where effect sizes might be

especially small (perhaps less than 50 milliseconds), high-resolution timers, independent

timing devices, and real-time operating system environments must be employed to provide

some guarantees as to the accuracy of the timing measurements.

Similar to response time, the measures for motor accuracy depend on the phenomena

being examined. Accuracy could be defined with respect to target position, such as how

far a response was from the center of a trial target, for which a better term may actually

be motor precision. In some experiments, accuracy could be restricted to a particular axis

of movement (horizontal or vertical) to simplify the data analysis. In other cases, accuracy

may not be a continuous measure at all. Instead, accuracy may simply be binary (“Did the

participant hit the target?”). In kinesiology and cognitive psychology, it is common to see

accuracy measured in terms of degrees of visual angle, or the number of degrees subtended

by the viewer’s eye at a given distance. This is also seen in HCI, especially for the more

theoretical modeling experiments, but it is also common to see accuracy measured in terms

of pixel distance relative to the effective graphical resolution of a particular display.

Researchers conducting motor performance experiments and those interested in HCI

often share similar quantitative metrics. However, their reasons for using such measures may
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differ substantially. In disciplines like cognitive psychology and kinesiology, differences in

quantitative measures may be used to infer the engagement of particular neural mechanisms

related to vision and movement. In HCI, such measures are used in a comparative sense to

learn what interface features facilitate improved user performance. This may be because

of the traditional emphasis in user interface design for completing repetitive user tasks as

efficiently as possible. Although such an emphasis is potentially less important in the context

of a less tangible goal like enhancing the “user experience,” measures such as response time

and motor precision continue to be important in quantitatively assessing usability.

3.1.2 Fitts’s Law and Related Models

An entire experimental theme in HCI is devoted to the study of pointing performance

models based on Fitts’s Law (Fitts, 1954). This is an empirical model that is touched upon

in the discussion of stimulus-response compatibility (Chapter 5) and is explicitly applied in

the investigation of the upper and lower visual fields (Chapter 6). Fitts’s Law is a model of

visually-guided target acquisition sometimes explained using an approximation of Shannon’s

Theorem in information theory (Shannon & Weaver, 1949; MacKenzie, 1989). Fitts’s Law

defines a log-linear relationship between movement time, target size, and target distance,

which is commonly expressed as the following equation:

MT = a + b log2(
A

W
+ 1) (3.1)

where MT refers to movement time, A refers to movement amplitude or target distance,

and W refers to target width. The constants a and b are usually derived empirically and

can be interpreted as the y-intercept and slope of a predictive linear regression equation.

The overall expression log2(
A

W
+ 1) is frequently referred to as the index of difficulty, which

indicates how difficult a presented target is to hit. There are several formulations of Fitts’s

Law, including the original version presented by Fitts (1954), an alternative formulation

presented by Welford (1960), and an information theoretic derivation by MacKenzie (1989).

The particular formulation shown in Equation 3.1 is the MacKenzie formulation and is the

one in common use in HCI. This is also the formulation used in this dissertation.

Regardless of the specific formulation, Fitts’s Law predicts that there will be a linear

increase in movement time with a linear increase in the calculated index of difficulty. The
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general implication of this prediction is that smaller, distant targets will be more difficult

and will take more time to acquire than larger, nearby targets. The original task used to

validate Fitts’s Law involved reciprocal tapping by moving a stylus between two metal bars

as quickly as possible. Even though this is not strictly representative of a task users might

accomplish on a computer, the basic predictions suggested by Fitts’s Law have proven

experimentally to be extremely robust. Fitts’s Law has been used to model movement

performance under many different conditions where empirical data match the predictions

of the model. These include extensive evaluation of mouse pointing, the effects of hand lag

in virtual displays, modeling the movement and distribution of hits on a virtual keyboard,

and the quantitative analysis of scrolling techniques (Card, English, & Burr, 1978; Boritz,

Booth, & Cowan, 1991; MacKenzie, Sellen, & Buxton, 1991; Ware & Balakrishnan, 1994;

Zhai, Sue, & Accot, 2002; Hinckley, Cutrell, Bathiche, & Muss, 2002).

Because Fitts’s Law only refers to univariate movement along a horizontal axis of move-

ment, subsequent work has modified the model to accommodate bivariate movements along

arbitrary directions of movement and to allow for variations in the index of difficulty cal-

culation so that additional parameters other than target width are taken into account

(MacKenzie & Buxton, 1992; Accot & Zhai, 2003). Accot and Zhai (1997, 1999) have de-

veloped trajectory-based models based on Fitts’s Law to analyze tasks such as drawing and

writing, and Guiard, Beaudoin-Lafon, and Mottet (1999) have shown that the Fitts pointing

model can be extended to navigational movements as a form of multi-scale pointing.

3.2 The Importance of Pointing as Interaction

A recurring theme in this dissertation is that of pointing. Pointing serves as a model for

many kinds of user interaction and is also a task that happens to be quite well studied in

the psychological literature. As a means for nonverbal communication, pointing has been a

prominent example of the semantic and cultural implications of gesture in humans (Ekman

& Friesen, 1969; Brinck, 2004). From this semiotic (linguistic) perspective, pointing is

a particularly challenging gesture to categorize and understand because there are many

syntactic nuances that are difficult to model. Kendon (1996) suggests that pointing has at

least four different meanings. Pointing can be used to refer to physical objects that surround

participants (actual object pointing), to objects that can have a physical location but are
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not immediately present (removed object pointing), to objects that are given locations for

the purposes of the current discourse (virtual object pointing), and to things that cannot

have any sort of object status (metaphorical object pointing).

In the context of HCI, pointing has traditionally referred to the first of these definitions

(actual object pointing) and pointing has become synonymous with acquiring targets on

a graphical display. Even in this “limited” context, the exact meaning of pointing as

interaction depends greatly on the interactive setting. Common experience tells us that

pointing with a mouse is inherently different from pointing with a pen, so it is perhaps

better to consider the act of pointing as encompassing an entire class of user interactions

instead of thinking of pointing as serving a particular functional goal. Pointing has roots in

HCI that can be traced back to the Memex envisioned by Vannevar Bush (1945), the idea of

Man-Computer Symbiosis described by J. C. R. Licklider (1960), the oNLine System (NLS)

of Douglas Engelbart (1963), and the conceptual Dynabook system of Alan Kay (1977).

The popularity of the paradigm of direct manipulation moved pointing into the mainstream

as a means of interaction, and the “Put-That-There” demonstration of Richard Bolt (1980)

continues to serve as an example of how pointing might fit into the world of multimodal

interaction (Shneiderman, 1982, 1983).

Various taxonomies have been proposed to categorize input devices for pointing and user

interaction. The standards derived from the ACM Core Graphics System (1977) proposed

a distinction between the physical structure of a device and its logical function. In this

framework, devices were assigned to logical categories based on how they performed user

actions. Buxton (1986) organized input devices according to properties of position, motion,

and pressure, and the degrees of freedom afforded by the device. A semantic approach

to categorization was taken by Mackinlay, Card, and Robertson (1990), who organized

input devices according to their expressiveness and effectiveness. Jacob, Sibert, McFarlane,

and Mullen (1994) took a perceptual approach to categorization, extending the theory of

processing perceptual structure to the control structure of input devices, emphasizing the

integrality and separability of perceptual attributes to show how the perceptual and control

structures of a task map onto one another. Another approach taken by Guiard et al. (2004)

suggests that pointing interactions can be decomposed into categories independent of input

device. In their taxonomy, pointing interactions are categorized according to user view:

cursor pointing, “Prince” pointing such that some interval must be moved to eventually
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include a target, and view pointing such that the view itself must be moved in order to

acquire a target.

3.2.1 Mice and Relative Input Devices

The mouse is the most popular of all pointing devices available today and is arguably the

most representative of devices that fall into the category of relative-mode input. Figure

3.1 presents a variety of different relative-mode input devices. Relative input devices use

changes in motion to determine the current location of user input and have no absolute

origin, reporting only changes from their former position (Foley, van Dam, Feiner, & Hughes,

1997). Other common relative-mode input devices include trackballs and joysticks, which

are more common in vehicle operation and industrial settings. The invention of the mouse

is credited to Douglas Engelbart (1963) but has undergone substantial physical changes

since its conception. Many of these changes are cosmetic in nature but some are functional,

including the use of wireless mice and optical technology instead of moving mechanical parts

to track user input.

Perhaps more substantial than the particular physical or hardware changes to these input

devices are the ways in which modern GUIs and interaction design in HCI have emphasized

the use of these devices as a form of “indirect” pointing. When Engelbart first envisioned the

use of the mouse he foresaw its use as part of an efficient means for two-handed interaction

with a computer different from the way in which the mouse is used today. Today, mice

are the primary means for interacting with GUIs that adhere to the Windows-Icons-Menus-

Pointer (WIMP) metaphor. When mice or other relative-mode pointing devices are used,

visual feedback is almost always provided in the form of a tracking crosshair or arrowhead

cursor.

User performance with relative input devices is well-studied in HCI. Among the first

empirical evaluations was a study by English, Engelbart, and Berman (1967) who were

interested in determining the best display selection techniques for computer-aided text ma-

nipulation. Card, English, and Burr (1978) conducted a subsequent study comparing a

different set of input devices. In these early studies, it became clear that different input de-

vices conferred particular advantages and disadvantages to a user because of the differences

in their physical designs. Mice, in particular, tended to fare well when compared to other

input devices and this is arguably a reason for their subsequent integration and popular-
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Figure 3.1: A collection of relative-mode input devices, including mice, joysticks, and track-
balls. These input devices are characterized by the way in which they track
user input. Unlike absolute-mode input, these devices use changes in motion
to determine the location of user input. The top photograph is from English,
Engelbart, and Berman (1967), showing a variety of early devices. From left to
right: joystick, the Grafacon (an early device for curve tracing), and the mouse.
The bottom photograph shows similar devices as they are sold on the market
today. These kinds of devices are especially common in the world of desktop
computing.
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ity in early GUI-based systems. Mice have been studied for use in computer-aided design

(CAD) systems, in comparison to other multimodal techniques such as voice and gaze, and

have also been compared to other devices that have more degrees of freedom (Price, 1984;

Hinckley, Tullio, Pausch, Proffitt, & Kassell, 1997; Hansen, Torning, Johansen, Itoh, &

Aoki, 2004). Differences between types of users, such as adults and children, have been

studied: Inkpen (2001) investigated children’s use of drag-and-drop versus point-and-click

interaction styles using a mouse to determine whether the choice of interaction style affected

their performance in interactive learning environments.

Various refinements and compliments to mouse interaction have been proposed. These

include attempts to increase the degrees of freedom available to the mouse, toolkits to

support and extend mouse interaction, and variations on mouse movement characteristics.

The Rockin’Mouse proposed by Balakrishnan, Baudel, Kurtenbach, and Fitzmaurice (1997)

is a device with four degrees of freedom that has the same shape as a regular mouse with

exception of a rounded bottom so that it can be tilted. The VideoMouse is a mouse that

uses computer vision techniques to enable movement with six degrees of freedom (Hinckley,

Sinclair, Hanson, Szeliski, & Conway, 1999). The cubic mouse uses a six-degree-of-freedom

tracking sensor to specify 3D coordinate information inside interactive graphics applications

(Frohlich & Plate, 2000). A toolkit to enable application support for interaction with

multiple mice in collaborative settings has been implemented by Tse and Greenberg (2004)

and an acceleration technique proposed by Baudisch, Cutrell, Hinckley, and Gruen (2004)

addressed the issue of acquiring targets using a mouse in systems with multiple displays.

3.2.2 Pointers, Wands, and 3D Interaction

Though the mouse and WIMP-style metaphors are important in the desktop world, another

class of input devices has evolved to support interaction with large screens and immersive

environments. These devices are variously known as pointers or wands and many (but not

all) support spatial interaction with at least three dimensions of positional movement. Many

of these devices also track movement about three dimensions of orientation. For economy,

we will refer to input devices with three or more degrees of freedom as devices that support

3D interaction. One of the major implications of 3D interaction is the capacity to move

beyond relative-mode input devices and toward absolute-mode input devices, or devices

for which there is a direct correspondence between where one is pointing and the tracked
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Figure 3.2: An example of laser pointer interaction with large screens, from Vogt et al.
(2004). Laser pointer interaction is an example of pointers or wands in action.
Such input devices can be used to support user interaction in scenarios where
mice may be infeasible or undesirable. They also demonstrate the difference
between relative- and absolute-mode input: the latter is characterized by a
mapping between where a user points and the tracked position on the display.

position on a graphical display.

Figure 3.2 illustrates large screen interaction with laser pointers, which is one form of

pointer or wand input. Laser pointers typically use computer vision and image processing

techniques to identify the locations of projected points on the screen. This is a technique

that has been used by Kirstein and Mueller (1998), Olsen and Nielsen (2001), Oh and

Stuerzlinger (2002), Myers et al. (2002), and Vogt et al. (2004) among others. Vision-

based tracking has the advantage of being inexpensive and scalable, although performance

can suffer when the tracking is done under lighting conditions that are less than optimal.

In situations more closely resembling immersive virtual environments, a multidimensional

tracking system may be used, such as the electromagnetic Polhemus Fastrak (developed by

Polhemus Incorporated) or the ultrasonic InterSense IS-900 tracker (developed by InterSense

Incorporated). These technologies are generally more reliable, especially ultrasonic tracking,

although these have the chief disadvantages of being fairly expensive and of being tethered
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in the environment.

There are many issues surrounding the use of pointers and wands for 3D interaction.

Hinckley, Pausch, Goble, and Kassell (1994b) review many of these, including perceptual

issues, ergonomic constraints, interaction metaphors, and calibration. Ware and Osborne

(1990) have suggested that there are at least three different kinds of 3D interaction: (1) the

eyeball-in-hand, where the view the user sees is controlled by hand-guided manipulation of

a virtual camera, (2) the scene-in-hand, where the user has an external (exocentric) view

of an object and manipulates the object directly via hand motion, and (3) flying, where

the user navigates a vehicle to move about the scene. Hinckley et al. (1994b) add a fourth

kind: (4) ray-casting, where the user indicates the position of a target by casting a ray

or cone into the 3D scene. This last kind of 3D interaction most closely resembles the

kind of pointing done in WIMP-style GUIs, although it is clear that 3D interaction extends

well-beyond what would be considered “typical” on a desktop.

There have been many kinds of pointer and wand extensions to ray-casting and direct

pointing. Liang and Green (1993) implemented ray-casting by allowing the user to hold

a pointer or wand in a comfortable position and rotating it to change the casted direc-

tion. A variation of ray-casting, known as “cone-casting” was also implemented by Liang

and Green to permit the selection of multiple objects in a well-defined volume. Hinckley,

Pausch, Goble, and Kassell (1994a) used a semi-transparent plane to select cross-sections

of a polygonal brain model by extending the ray-casting metaphor into a “plane-casting”

metaphor. Similarly, Bier et al. (1993) implemented a semi-transparent tool sheet for their

Toolglass interface. Poupyrev, Billinghurst, Weghorst, and Ichikawa (1996) have further

proposed the Go-Go interaction technique as a means for allowing users to acquire objects

in a 3D environment that lie outside of their reach.

Numerous studies have compared the performance of pointers and wands to mice and

similar indirect input devices. Among others, Poupyrev, Billinghurst, Weghorst, and Ichikawa

(1998) have compared the performance of virtual hand interaction with that of virtual ray-

casting and with the Go-Go interaction technique while Myers et al. (2002) compared the

performance of laser pointers with several other input devices, including mice and a hybrid

“semantic snarfing” technique. These and other studies have shown that pointers and wands

are not Fitts’s Law-optimal input devices for target acquisition. Because these devices are

not typically used on a surface like a tabletop, they are subject to disadvantages such as
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hand jitter and the “pen-drop” phenomenon: button presses to indicate selection are typi-

cally in a direction orthogonal to that of pointer or wand movement, leading to systematic

pointing inaccuracies at the moment of selection. Nevertheless, the value of pointers and

wands may not come from empirical performance but rather from their flexibility. Pointers

and wands can be valuable for collaboration, where gestural communication may be more

important, and they can also be employed in situations where mice and other similar input

devices cannot be used, such as in classroom environments (Vogt et al., 2004).

3.2.3 Pens, Styli, and Touchscreens

Touch-sensitive displays form another class of absolute-mode pointing devices. Unlike point-

ers and wands, these displays require direct contact for interaction. Touch input has become

more popular as small, portable displays have become more important. “Touch” in this sense

not only refers to direct contact with the finger, but also the use of implements such as pens

and styli to make contact with a display. Because small devices make traditional desktop

input cumbersome and 3D interaction techniques impractical at best, touch has become a

particularly intuitive kind of interaction. Most users have ample experience pushing me-

chanical buttons and many of the graphical widgets found in modern GUIs lend themselves

as much to direct touch as they do to indirect input with mice and similar devices.

Figure 3.3 shows an example of touchscreen technology in action. Although touch

technology has generally received less attention in HCI compared to the mouse, it is possible

to trace the history of touch input before that of the mouse. Ivan Sutherland, who is

generally credited with envisioning the idea of virtual reality, worked on an interactive

computer application called Sketchpad in the early 1960s (Sutherland, 1963). Sketchpad

is famous for its use of the light pen, which allowed users to point at and interact with

graphical objects on a screen. Unlike most other computer systems of the time, Sketchpad

and its light pen were unique in allowing the user to directly interact with the system. The

light pen had a profound influence on the role of the user in computing environments, and

many of the terms that are now common in HCI, such as “icon” and “direct manipulation”

are consequences of its impact (D. Smith, 1977).

In the context of pointing and target acquisition, there have been many studies of

the effectiveness and usability of touch-based interfaces. Albert (1982) found that finger-

based touchscreens were superior in speed and worst in accuracy when compared to a
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Figure 3.3: An illustration of touchscreen technology at work. Touchscreens and other
touch-sensitive displays have become more popular with the increased demand
for portable devices, such as mobile phones and PDAs. Touch input primarily
differentiates itself from other forms of absolute-mode input by requiring the
user to make contact with the display surface (either directly with the finger,
or with a physical implement such as a pen or stylus) to indicate interaction.

number of other graphical input devices. Potter, Shneiderman, and Weldon (1988) found

that user performance with touch displays could be manipulated based on how the touch-

based interaction was initiated. Sears and Shneiderman (1991) subsequently found that

accuracy problems in earlier touchscreen studies may not have been due to users but rather

to technological limitations because their study found that participants could accurately hit

graphical targets as small as four pixels on a high-resolution display.

Empirical work has also looked at pen and stylus-based input, especially for handheld

and tablet-size displays. Stylus-operated touchscreens were found to be comparable to a

mouse when measured in terms of speed and accuracy in a study by Mack and Lang (1989).

A survey of pen-based interaction by Citrin et al. (1993) focused on the potentials and

limitations of such input for personal workstations, characterizing the bandwidth of pen

input as being at least comparable to that of mouse input. Two experiments by Ren and
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Moriya (2000) empirically evaluated item selection tasks using pen-based input, suggest-

ing that such input could be modeled as state transitions. Another study by Hancock and

Booth (2004) looked at pen-based menu selection across horizontally-oriented displays, such

as tabletops, and more conventional vertically-oriented displays suggesting that user per-

formance with pen input not only varied with display orientation but also with handedness

of the individual. Other work by Parker, Mandryk, and Inkpen (2004) has demonstrated

that it is possible to integrate distal pointing (such as laser pointer interaction) with touch

pointing and that this can be valuable on tabletop displays under conditions where objects

for selection may initially be out of reach.

3.2.4 Voice and Multimodal Input

Multimodal interaction, or interaction by combining more than one kind of input or output

at the same time, is becoming increasingly important as senses other than vision and actions

other than pointing are exploited in the user interface. Although it is possible to argue that

such interaction has been an important goal in HCI for many years, multimodal input must

contend with technical, theoretical, and perceptual issues that have yet to be fully explored

or understood (Sutherland, 1965; Bolt, 1980). Nevertheless, there are many who believe

that interfaces supporting multimodal interaction are inevitable and that such interfaces

represent an evolutionary “next step” in user interface design (Oviatt & Cohen, 2000).

Notebook computers with handwriting capabilities (i.e. PDAs and Tablet PCs) are

now commonplace and many of these include some kind of voice recognition and speech

production software for textual transcription and playback. Many perceptual user interfaces

(PUIs) are tangible examples of interfaces supporting multimodal input, and physiological

measurement devices such as eye movement monitors and skin response sensors are now

being used to infer the internal attentive and affective states of the user (Picard, 1997).

Other work into tangible user interfaces (TUIs) seeks to blur the distinction between the

physical world and the graphical world and can be seen as multimodal interaction because

of its tight integration of haptic cues with more traditional visual cues (Ullmer & Ishii,

2002; Jacob, Ishii, Pangaro, & Patten, 2002).

As part of the multimodal theme, voice input has been an input method of considerable

interest, although few practical systems exist. Even though there are claims that voice

recognition technology has achieved accuracy ratings of 95 percent or better, these are still



34 Chapter 3. Input and Interaction through Visual User Interfaces

insufficient for true, fluid interaction since 95 percent accuracy corresponds to one mistake

in every twenty words, which is still unacceptable for many potential applications (Oviatt

& Cohen, 2000). Other empirical studies of voice input compared to other kinds of input,

such as using a mouse, have not shown voice to be any faster than conventional motor

input (Christian, Kules, Shneiderman, & Youssef, 2000). Nevertheless, providing voice as

an option permits flexibility under certain circumstances, especially with respect to issues

of universal accessibility. The non-verbal aspects of vocal input, such as the attributes of

pitch and volume, have been shown to have some value as inputs for interactive applications

(Igarashi & Hughes, 2001).

3.3 Graphical Displays and Visual Output

The visual display comprises the output component of an interactive system and makes

up much of the visual input to the perceptual system of the user. It is fair to say that

graphical displays have evolved alongside that of input devices and technological advances

on the output side have necessitated similar advances on the input side. Many of the

major milestones that are linked to the development of the graphical display can also be

linked concurrently with the invention of specific input devices. Sutherland’s (1963, 1965)

Sketchpad light pen was first used on a 2D vector display, which was among the first true

graphical computer displays. Engelbart’s (1963) invention of the mouse is linked to the

development of computer displays for supporting real-time text editing. As WIMP-style

GUI systems such as the Xerox Alto and Apple Lisa were being developed, the quality of

the graphical display was one of prime importance. The preliminary design of the Xerox

Alto in 1972 included a “bit-mapped display screen measuring 606 pixels horizontally by

808 pixels vertically, thus producing an upright rectangle about the size and shape of a

standard 81

2
-by-11-inch sheet of paper” (Waldrop, 2001). Even many years later, displays

with an effective 800 by 600 pixel resolution are standard for many graphical applications.

Several taxonomies exist with respect to categorizing graphical displays although it

is arguable that these categorizations have received limited attention relative to those in

the realm of input devices. The ACM SIGCHI Curricula for HCI (1992) defines output

devices according to their mechanical attributes, performance characteristics, and acces-

sibility. Milgram, Takemura, Utsumi, and Kishino (1994) have proposed a taxonomy of
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visual displays for augmented reality (AR) systems. Nesbitt (2004) has further proposed

the MS-Taxonomy, which is a classification of abstract data displays that is general for all

sensory modalities. In the discussion that follows, we categorize visual displays according

to their size and form factor. This presents graphical displays from the perspective that

displays of different scales lend themselves to different kinds of activities and also have

unique technical and perceptual challenges.

3.3.1 Monitors and Desktop Displays

Monitor-scale displays are the most common kinds of graphical displays and owes their

popularity to the success of the desktop computer and early time-sharing systems. Desk-

top monitors vary little in size, typically ranging from 15 inches to 21 inches diagonally.

At present, the two most common technologies for desktop monitors are cathode ray tube

(CRT) displays and newer liquid crystal displays (LCD). CRTs generally have better con-

trast when compared to equivalent LCDs but take up more space and can be prone to

geometric distortions. Regardless of display type, current desktop monitors are capable of

achieving resolutions of 1600 by 1200 pixels or greater.

Research into desktop display technology in computer graphics and HCI has focused

on improving the image quality and the ergonomics of these displays. Fish-tank virtual

reality (VR) refers to the use of a desktop monitor along with measurements of head and

eye position to provide a correct perspective view of a small virtual environment (Ware,

Arthur, & Booth, 1993). Fish-tank VR displays are frequently coupled with stereo imaging

technology to produce binocular imagery and have been the focus of several studies looking

at the overall effectiveness of stereoscopic graphics and dynamic head-coupled perspective

projections, also known as head-tracking, for 3D navigation and wayfinding (Arthur, Booth,

& Ware, 1993; Ware & Rose, 1999).

Other work has looked at improving the colour range of desktop-scale displays. Many

current generation graphics cards now natively support floating-point precision colour dis-

crimination, which has led to the development of high-dynamic range (HDR) displays (Seet-

zen et al., 2004). Such displays provide greater contrast and colour expression than standard

desktop monitors, CRT or otherwise, and have applications in entertainment and informa-

tion visualization. A prototype desktop-scale display prototype with multiple focal planes

is also a promising direction for desktop displays (Akeley, Watt, Girshick, & Banks, 2004).
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Figure 3.4: A desktop system with multiple monitors. Many GUI systems now have support
for multiple displays, which has become a topic of some interest in HCI. Multiple
monitors allow flexibility and extensibility in the organization of WIMP-style
user interfaces although the perceptual impact of multiple displays remains an
open question.

One can imagine extending existing fish-tank VR technology with HDR stereoscopic graph-

ics implementing correct focal cues, which remains one of the major technical limitations

of current stereoscopic techniques.

Figure 3.4 illustrates a desktop environment with a multiple monitor configuration.

Augmenting desktop computing with more than one graphical display is another area of

research important to HCI. It remains an open research question how the perceptual im-

pact of multiple displays should be characterized. Grudin (2001) suggests that at least

one dimension of this lies in the differentiation of foveal and peripheral perceptual cues

offered by multiple monitor arrangements. Ringel (2003) offers a taxonomy of organization

strategies based on her observations of how users tend to spatially arrange multiple desktop

workspaces. These are supported by findings from Hutchings and Stasko (2004), who point



3.3. Graphical Displays and Visual Output 37

out that the value of multiple monitors does not necessarily lie in supporting interaction

with additional information but rather in helping users maintain situational awareness.

3.3.2 Large Screens and Immersive Displays

Large screens are a class of graphical displays that are of particular interest to those studying

VR and collaborative computing environments. Unlike desktop displays, large screens can

often be measured in feet rather than inches and are usually fixed installations that cannot

be easily moved. Such displays may require separate projection units, which could be

CRT-, LCD-, or Digital Light Processing (DLP)-based. Because of space constraints, some

large screen facilities may have these projectors forward-mounted (i.e. in front of the display

surface), which saves space but runs the risk of shadow-casting and occlusion effects by users

standing too close to the display. Rear-mounted (i.e. behind the display surface) projectors

do not suffer from these effects but usually require expensive mirrors on a substantially

larger projection area behind the screen. Unlike desktop displays, large screens may require

frequent maintenance, especially with respect to the calibration and registration of the

displays (Raskar et al., 1999). This is a situation that is common when large displays are

tiled together with multiple projectors.

The CAVE and similar multi-screen display environments as illustrated in Figure 3.5

are excellent examples of how large screen technology is often used (Cruz-Neira, Sandin,

DeFanti, Kenyon, & Hart, 1992). Although many large screen configurations consist of

a single screen practical for meeting rooms and many classroom environments, multiple

screens can be physically arranged to provide what is frequently called an immersive virtual

environment. These environments are used for a variety of tasks, including 3D navigation

and wayfinding, large-scale visualization, and vehicle design among others (Kasik, Troy,

Amorosi, Murray, & Swamy, 2002; Swindells et al., 2004). Like their fish-tank VR coun-

terparts, real-time measurements of head and eye position are used to calculate proper

perspective projections and stereoscopic imagery for a single user.

Large screen interaction has become important outside of VR in the context of computer-

supported cooperative work environments where it is used for Single Display Groupware

(SDG) applications (Stewart, Bederson, & Druin, 1999). Several research systems use large

screen displays to share information among multiple users (Cavens, Vogt, Fels, & Meitner,

2002; Izadi, Brignull, Rodden, Rogers, & Underwood, 2003; Khan, Fitzmaurice, Almeida,
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Figure 3.5: A user working inside a CAVE-style multi-screen display environment (Swindells
et al., 2004). Large screens are typically used in this fashion as the basis for im-
mersive virtual environments for 3D navigation and wayfinding. These displays
are expensive and evidence for their utility remains an open question in HCI.
Large screen display configurations differ upon context of use. Some consist
only of a single screen while others still are horizontally-oriented in the form of
tabletop displays.

Burtnyk, & Kurtenbach, 2004). Others have used large surfaces in a horizontally-oriented

format as a means for enabling collaborative interaction around a tabletop (Dietz & Leigh,

2001; Shen, Vernier, Forlines, & Ringel, 2004; Ringel, Ryall, Shen, Forlines, & Vernier,

2004). In all of these cases, there are issues of how to protect the privacy of individual users

as well as how designers should best provide the means for enabling all of the participants

to communicate equally in a collaborative large screen scenario (Tan & Czerwinski, 2003;

Vogt et al., 2004).

Perhaps one of the largest research questions surrounding large screen displays is mea-

suring their usefulness. Because it can be rather difficult to define the general characteristics

of a useful display, much more a large display, there is little quantitative evidence suggesting

that large screens confer any substantial advantage performance-wise (Kasik et al., 2002;

Swindells et al., 2004). One study by Pausch, Proffitt, and Williams (1997) has even sug-
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Figure 3.6: A selection of small screens and handheld displays, including PDAs, mobile
phones, and Tablet PCs. A chief issue surrounding their effectiveness is the
limited amount of display real estate. Unlike desktops or large screens, graphical
information like Web pages must be condensed into a representation that loses
as little of the original intent as possible.

gested that exposure to an immersive display could create a “negative learning transfer

effect” when moving from an immersive display to a smaller display. Nevertheless, a study

by Czerwinski, Tan, and Robertson (2002) suggests that the peripheral context provided by

a large display may facilitate improved navigation and wayfinding performance for women

(but not for men) under certain conditions. Subsequent work by Czerwinski et al. (2003)

has looked at other methods for characterizing the benefits of large displays, including mea-

surement of cognitive load and peripheral effort spent on display organization instead of

actual task completion.

3.3.3 Small Screens and Handheld Displays

Small and portable screens, such as those found on PDAs, mobile phones, and some note-

book computers like Tablet PCs form another class of graphical displays (see Figure 3.6 for

examples). These kinds of displays are unique because the devices for interacting with the

display are usually built into the display itself (i.e. they may be touch-sensitive or have
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a built-in keyboard) and because attributes other than display quality such as battery life

and portability may be more important. These displays may range in size from one inch

to twelve or more inches diagonally, depending on the device. LCDs are the most com-

mon technology for these displays, although new technologies such as organic light emitting

diodes (OLEDs) are rapidly becoming viable alternatives.

Handheld devices are an integral component of the overall vision for ubiquitous comput-

ing, where a computing device of some kind is available to users everywhere and all of the

time (Want et al., 1995). One topic of past research has been applications for small devices

that may have access to a networked infrastructure. Pham, Schneider, and Goose (2000)

have used a situated computing framework to support small device access to libraries of rich

multimedia content not typically available on small screens. Buyukkokten, Garcia-Molina,

Paepcke, and Winograd (2000) have designed and implemented a Web browsing facility

for small screens that have limited capabilities. Kawash (2004) has proposed the use of

“declarative” user interfaces as a means for automatically consolidating the representation

of Web information as it is displayed on mobile devices with different form factors.

One of the major issues surrounding the use of small screens is how best to use the

limited amount of screen space available to the visual interface. Many techniques have been

proposed to efficiently view and manipulate information on these kinds of devices. The

metaphor of stretching a rubber sheet has long been suggested as a metaphor for viewing

large layouts on small screens (Sarkar, Snibbe, Tversky, & Reiss, 1993). The Rapid Serial

Visual Presentation (RSVP) technique has been used to facilitate the process of browsing

the Web (de Bruijn, Spence, & Chong, 2002). Unlike the rubber sheet metaphor, which

organizes visual information spatially, RSVP rapidly presents individual frames of visual

information to the user over time. An empirical evaluation of information visualization

techniques used on larger displays, including fisheye, zoom, and panning, found that both

fisheye and zooming techniques were viable on small displays but panning performance

was less compelling (Gutwin & Fedak, 2004). A segmented zooming technique known as

ZoneZoom has also been implemented for map navigation tasks on mobile phones, suggesting

that such techniques can have a substantial impact on the effectiveness of even very small

displays (Robbins, Cutrell, Sarin, & Horvitz, 2004).

Another research direction for small displays has involved integrating their use with

larger displays, such as desktop- or even large-scale displays. Myers et al. (2002) have
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proposed the technique of “semantic snarfing,” which involves gross selection of objects on

a large screen and finer manipulation on an accompanying small device. Yee (2003) has

suggested combining pen input with external spatially-aware displays to enable a kind of

two-handed interaction. Hinckley (2003) has also explored the use of synchronous gestures

as a means for dynamically tiling together small displays to create a single, larger display

via a combination of touch and tilt sensors.
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Chapter 4

A Representational Approach to

HCI

In the previous two chapters, we discussed the concepts of mental representation and hu-

man vision as they relate to a computational theory of the human mind. We also reviewed

some of the input and interaction technologies that might benefit from an understanding

of mental representations. In the next three chapters, we will discuss the experimental ap-

proach that will yield the basis for understanding the integration, separation, and mediation

of visual perception and motor action from a representational perspective. The common

experimental methodology for the three representational theories of stimulus-response com-

patibility, the upper and lower visual fields, and the two-visual systems hypothesis discussed

in this dissertation is the basis of a theoretical framework for a representational approach

to evaluating user performance and is a means for researchers to extend and augment the

empirical evaluation methods already in common use in the study of HCI.

4.1 Describing the Theoretical Framework

The psychological literature suggests that mental representations are a means for under-

standing the ways in which visual information is processed for the purpose of enabling

motor movement. The HCI literature suggests that visually-guided motor movement has

traditionally been, and will continue to be, an important part of user interaction. It is the

relationship between visually-guided movement as it is studied in cognitive psychology and

related fields such as kinesiology, and visually-guided movement as it is studied in HCI that

is of interest in this dissertation. Although it is apparent that both researchers and practi-

tioners alike in HCI value the study of vision and movement, the evaluative approach taken

thus far has heavily emphasized the performance characteristics as described by the level of

computational description, with little attention to the reasons as to why and how such char-
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acteristics exist as described by the levels of representation and hardware implementation

(Marr, 1982).

The representational approach taken in this dissertation is an extension of research

practices already common in HCI. The major difference between this particular approach

and other approaches lies in the body of theory that is considered appropriate for study.

The approach can be outlined as a six-step process:

1. Identify a representational theory of human behaviour in the psychological literature

that could explain how and why certain behavioural phenomena occur.

2. Concurrently identify existing user interface design and user performance issues in the

HCI literature that are directly related to predictions of a particular representational

theory of behaviour.

3. Based on previous work in psychology and HCI, generate hypotheses about how the

representational theory can predict user performance.

4. Devise a controlled experiment that can be conducted in an appropriate context of

use to test these hypotheses.

5. Collect and analyze experimental data from participants in a manner consistent with

the experimental design.

6. Interpret the experimental results to explain user performance characteristics, learn

about the elements of an effective user interface, and derive practical design guidelines.

This approach closely resembles the way in which many experimental studies arise in

HCI. The six-step process itself is very similar to one part of the “reflective practitioner”

model described by Schön (1983), which emphasizes the importance of theory-driven design

and how theory can effectively transform practice. In the case of this dissertation, the

representational theories provide a new perspective on user performance that can be used

to influence interface design practices. It is not the six-step process but the representational

theories being examined that are especially novel.
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4.2 Representations for Perception and Action

This dissertation demonstrates that a representational approach to user performance is

able to predict variations in visually-based user performance neglected by existing theoret-

ical frameworks in HCI and that such insight can be helpful in the design and evaluation

of interactive systems. The representational approach described above can be applied to

any number of different representational theories and is not especially limited to those that

deal with human vision. To demonstrate the utility of mental representations as a the-

oretical framework for HCI, this dissertation has chosen three particular representational

theories that have a direct connection to visually-based user interaction as evidence that a

representational approach to HCI has practical merit. These theories are all connected in

the sense that they demonstrate how the same visual information perceived by a user can

be simultaneously interpreted in three different ways to yield different user performance

characteristics that are important for different visual aspects of a user interface.

In cognitive psychology, it is postulated that the transformation of visual information

into an appropriate motor movement is mediated by multiple mental representations of vi-

sual space. Figure 4.1 presents a representational model of perception and action as it is

currently understood in cognitive psychology, derived from an illustration from Prinz and

Hommell (2002). Their model summarizes anatomical and experimental evidence that dif-

ferent kinds of cognitive-sensorimotor interactions may arise from different representational

modules mediating between perception and action. This model attempts to unify anatomy

and observed phenomena in a way that resembles Marr’s (1982) representational frame-

work and the model serves as a convenient unifying framework for discussing the major

representational modules in this dissertation.

In Figure 4.1, the three major representational modules examined in this dissertation

are noted in italics and are illustrated in relation to the particular functions they serve in the

model. Stimulus-response (SR) compatibility, the upper and lower visual fields (UVF/LVF),

and the two-visual systems hypothesis can be seen as representational modules of perception

and action that integrate, separate, and mediate visual information perceived by a user and

result in actions performed by the user.
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Cognitive representation

Sensorimotor transformation

Configures StructuresTriggers Inhibits

Stimulus Response

(Two-Visual Systems)

(Upper/Lower Visual Fields)

(Stimulus-Response

Compatibility)

Visual input Motor output

Figure 4.1: A summary of the interactions observed between the sensorimotor and cognitive
representations of a stimulus leading to a behavioural response, based on an il-
lustration from Prinz and Hommell (2002). The three representational modules
explored in this dissertation (noted in italics) are described in relation to Prinz
and Hommell’s particular model of perception and action.

4.2.1 Integration of Visual Information

One way to look at how visual information is used for movement is by looking at vision for

movement from an integrated perspective. The integration of visual information in this sense

refers to the mapping between perceptual and action attributes and the effects this mapping

has on response performance. The bottom of Figure 4.1 suggests that visual stimuli map

directly onto motor outputs in a manner that affects the way in which visual information is

transformed for movement. There is a body of literature in cognitive psychology and kine-

siology that postulates a specific representational model that integrates visual information

in this way. This is known as the study of stimulus-response (SR) compatibility, which we

examine in Chapter 5.
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4.2.2 Separation of Visual Information

Another way to look at vision for movement is from a separable perspective. The separation

of visual information refers to representational theories that define perception and action as

separate attributes of vision. Thus, in these kinds of representational theories, perception

and action are independent mental representations themselves and visual tasks can be clas-

sified by whether they are perceptual in nature, such as object identification, or whether

they are sensorimotor in nature, such as pointing. The top of Figure 4.1 suggests that

different representations can trigger, inhibit, and configure appropriate motor responses.

Both anatomical and experimental evidence exist to suggest that certain representations

can be “activated” by factors such as perceived spatial location. One theory that does this

is the functional specialization of the vertical visual hemifields, often known as the upper

and lower visual fields (UVF/LVF), which we examine in Chapter 6.

4.2.3 Mediation of Visual Information

The middle of Figure 4.1 indicates that there is a bidirectional relationship between repre-

sentations of visual space and the transformation process from stimulus to response. The

illustration suggests that mental representations configure motor movements and that move-

ments also structure the representation. Thus, another way to look at how visual informa-

tion is used for movement is by looking at vision for movement as a mediated process. One

question that can be posed about mental representations from this perspective refers to

what mechanisms human vision uses to decide when a visual task is inherently perceptual

or active in nature. Over thirty years of evidence in experimental psychology has led to

the development of what is known as the two-visual systems hypothesis, which is a rep-

resentational theory of perception and action describing mechanisms that predict visual

behaviours consistent with the mediation of visual attributes for movement. We examine

this representational module in Chapter 7.

4.3 Implications for HCI

When we think about the ways in which users interact with computer systems, we arrive at

the inescapable conclusion that physical movement, whether it be in the form of pointing

with a mouse in a WIMP-style GUI or physical interaction in a more immersive setting,
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will always be an important part of HCI. The term “immersive” is used as a general term to

describe computing environments that are situated in a wider physical context, much as it

is meant when talking about ubiquitous or pervasive computing environments. The visual

attributes of perception and action are critical, inescapable elements of user interaction that

have thus far been implicit in understanding the characteristics of user performance. In

the limited realm of desktop computing, a deeper understanding might not seem important

(although as we will see, representational theories can still yield valuable insight into desktop

interaction). However, with HCI moving beyond the desktop, understanding the lower-level

mechanisms that drive user performance may be unavoidable. The paradigm of direct

manipulation, which has mostly been applied as an interaction metaphor for the indirect

control of menus or cursors displayed on a screen by mice or other devices held in the hand,

is giving rise to truly direct interaction in the form of technologies that give natural, real-

world meaning to physical movements like distal pointing, gesture, reaching, and grasping.

The representational framework introduced here is a means to complement our existing

understanding of user performance. It is perhaps fortuitous that the experimental studies

of cognitive psychology and kinesiology have emphasized the use of elementary movement

tasks like pointing, reaching, and grasping, since these also form the basis for user inter-

action. Experimental work into visually-guided movement in cognitive psychology suggest

that systematic variations in movement performance exist, which can only be accounted

for by a representational account of visual processing. The three representational theories

discussed in this dissertation will demonstrate three such instances of systematic variation

in the context of HCI. Because existing evaluation techniques in HCI have generally lim-

ited themselves to a purely descriptive account of performance, such performance variations

have not been central to research in HCI. Some may attribute such variations when they are

detected as unexpected phenomena and may account for them in ways already predicted

by representational theories. In the worst case, performance variations may be dismissed as

statistical or experimental error when in fact they may be symptoms of something intrinsi-

cally deeper about user performance.

The study of HCI has traditionally required the application of a wide variety of evalu-

ative methods, ranging from empirical studies in ecologically-valid scenarios to controlled

experimentation in lab settings. A theoretical framework driven by theories of mental

representation is readily applicable to all methods of study in the spectrum of evaluative
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techniques. For example, theories of knowledge representation could be used in qualitative

case studies to understand user patterns in collaboration while theories of visual represen-

tation could be used in controlled experiments to understand lower-level characteristics of

user performance. For the purposes of maintaining a unified theme throughout this disser-

tation, we focus on the latter by applying the three representational theories to investigate

user performance phenomena through controlled experimentation.

A representational approach may also allow researchers to more rigorously explore the

ideas of mental models and affordances, which are commonly applied in HCI. In the study of

HCI, there is an apparent disconnect between “theoretical” empirical measures of user per-

formance and the means for facilitating an enjoyable, effective user experience by connecting

interaction with intuitive experience. Unification of the observable experience with those

phenomena that are not apparent or consciously perceivable is central to the computational

theory of mind and mental representations. As HCI continues to study the characteristics

that constitute “natural” user interaction, it can be useful to study how users understand

interaction in the natural world; this is conveniently captured in the theoretical framework

of mental representations. A representational approach to HCI could eventually lead to a

more precise understanding of design elements that make good interactive systems enjoyable

and effective.



50 Chapter 4. A Representational Approach to HCI



51

Chapter 5

Stimulus-Response Compatibility 1

The integration of visual information for perception and action is observed in the be-

havioural phenomenon known as stimulus-response (S-R) compatibility. Because of its

explanatory and predictive power, it is a phenomenon of some interest in several disciplines,

including cognitive psychology, ergonomics, and HCI. S-R compatibility encompasses an en-

tire class of observed behaviour, although it is most often described as a spatial phenomenon

involving the congruency between the position and orientation of a presented visual stimulus

and its associated response. A classic experiment by Brebner (1979) includes the presenta-

tion of two lights (a left light and a right light) with two corresponding keys for response

(a left key and a right key).

Those S-R combinations that are seen to facilitate movement performance are typically

referred to as compatible mappings (i.e. using the left key to respond to the left-sided light

and using the right key to respond to the right-sided light) while those that are seen to

interfere with performance are typically referred to as incompatible mappings (i.e. using

the left key to respond to the right-sided light). S-R compatibility may also be characterized

as a symbolic phenomenon, since its effects extend to other sensory modalities like audition

(i.e. a deepening pitch is observed to be compatible with downward movement while a rising

pitch is observed to be compatible with upward movement), or as a dynamic phenomenon,

since temporal S-R effects are also known to exist (i.e. presenting an example of a complex

movement is known to improve subsequent performance of that movement) (Biel & Carswell,

1993; Sturmer, Aschersleben, & Prinz, 2000).

1A version of this chapter has been published. Po, B. A., Fisher, B. D., and Booth, K. S. (2005).
Comparing cursor orientations for mouse, pointer, and pen interaction. Proceedings of the ACM Conference
on Human Factors in Computing Systems, pp. 291-300.
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5.1 Background and Related Work

In cognitive psychology, understanding the common coding process of visual information

for perception and action in a shared medium (i.e. mental representation) is one of the

key goals for studying S-R compatibility. Some of the earliest experimental work into S-R

compatibility was conducted by Fitts and Seeger (1953), who were interested in describing

systematic manipulations of motor performance using the mathematical terms of informa-

tion theory. They are generally credited with originally defining the notion of compatibility

between S-R relations. Subsequent experimental work by other cognitive psychologists such

as Morrin and Forrin (1962), Simon and Rudell (1967), and Broadbent (1971) led to what

may be informally known as the basis for the coding hypothesis of S-R compatibility. Breb-

ner (1979) writes that “it is the complexity of the recoding process by which a particular

stimulus is mapped onto its required response which determines the slowness, inaccuracy,

and lack of processing capacity which typifies performance with incompatible relations.”

Since then, many different extensions to the original coding hypothesis have been pos-

tulated. Proctor and Reeve (1990) provide a substantial review (some of these are reviewed

here). Bauer and Miller (1982) found that compatibility effects were dependent on the hor-

izontal or vertical orientation of visual stimuli, suggesting that direction of movement was

an attribute of the coding process. Experimental evidence from several other researchers

found that the automatic priming of congruent S-R attributes could be explained as the

result of dimensional overlap, or the degree to which S-R attributes have physical or se-

mantic features in common (Kornblum, Hasbroucq, & Osman, 1980; De Jong, Liang, &

Lauber, 1994). These results were later formalized into a referential-coding explanation

by Lippa (1996), who found evidence supporting the claim that motor responses are men-

tally represented in reference to hand posture so that physically orthogonal S-R dimensions

can overlap. Other evidence suggests that an alternative salient-features coding principle

may be more appropriate: the translation between stimulus and response is faster when

decidedly salient S-R features correspond (Proctor & Reeve, 1990; Proctor, Dutta, Kelly,

& Weeks, 1994). Hommel (1995) has postulated that many observed S-R compatibility

effects may further be the result of a dual coding process conceptualized as either a serial

search through S-R representations or as the outcome of a conflict between response codes

activated in parallel.
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A particularly fruitful thread of research related to S-R compatibility involves the com-

patibility of combining spatial and non-spatial attributes. This is typically known as the

Simon Effect, which shows that the spatial characteristics of a task can inadvertently affect

the performance of a decidedly non-spatial task (Simon, 1969). Original experimentation

by Simon (1969) and Craft and Simon (1970) found that response times toward a stimulus

were faster when compared to movement away from a stimulus, even though the correct-

ness of a response may have had nothing to do with spatial movement (i.e. indication of

a particular colour or responding to a particular auditory stimulus). Because of the Si-

mon Effect, Smith and Brebner (1983) found evidence suggesting that S-R compatibility

may necessarily incorporate multiple recoding processes as final determinants of response

time performance. Stoffer (1991) used the Simon Effect to suggest that attentional focus

is a prime factor in determining S-R compatibility, but other work by Weeks, Chua, and

Hamblin (1996) was unable to replicate his results, calling into question the validity of this

claim. Kerzel, Hommel, and Bekkering (2001) review and report on experimental work

involving the relationship between the Simon Effect and temporal presentation, otherwise

known as stimulus onset asynchrony (SOA). Their findings are interpreted as direct evi-

dence that visual information for perception and corresponding information for action are

linked together in a single representational mapping.

Other psychological research has been influenced by the study of S-R compatibility. Al-

though S-R compatibility is typically studied as a cognitive phenomenon, Michaels (1988)

has interpreted it as an ecological phenomenon, citing evidence suggesting that the con-

gruency of S-R relationships may be a property of implicit affordances between response

and intended destination. Biel and Carswell (1993) examined S-R compatibility and the

relationship between musical notations and (piano) keyboard performance, suggesting that

non-traditional horizontal notations might be used to support novice performances with a

keyboard instrument. Furthermore, Chua (1995) has used a dynamical systems approach

to extend the qualitative characteristics of S-R compatibility to understand the interaction

between perception and action in terms of movement coordination as a function of physical

laws and principles.



54 Chapter 5. Stimulus-Response Compatibility

5.1.1 Previous Work in Ergonomics

The study of ergonomics and human factors has traditionally been an application area for

S-R compatibility. The facilitation of movement performance has always been an element of

particular interest in industrial settings where efficiency of operator performance is impor-

tant and time or safety may be critical factors (Chapanis & Lindenbaum, 1959). As such,

there is a body of related ergonomics literature that has looked at S-R compatibility from

a more performance-oriented perspective. Perhaps one of the more important reasons that

S-R compatibility has received substantial attention in ergonomics relates to the robustness

of the behavioural phenomenon. The psychological literature consistently reports that S-R

compatibility effects cannot be trained away, suggesting not only that stimulus position

cannot be excluded from action control, but also that S-R compatibility must be considered

in the design of any efficient user-operated machine (Dutta & Proctor, 1992).

In ergonomics, S-R compatibility effects are often studied in the context of their influ-

ence on directional performance and the relative spatial organization of machine interfaces.

Worringham and Beringer (1989, 1998) extend the dimensional overlap theories of Korn-

blum et al. (1980) and the salient-features model of Proctor and Weeks (1990) to suggest

that at least three different design principles might be taken into account to preserve direc-

tional S-R compatibility: (1) control-display compatibility, or the relationship between the

location and orientation of an operator relative to the control mechanisms for a given piece

of equipment, (2) visual-field compatibility, or the preservation of aligned motion between

the relevant limb segment and controlling element, and (3) muscle-synergy compatibility, or

the employment of muscle activation patterns like flexion or extension and appropriately as-

sociating these with the visually-specified direction of movement. In a series of experiments,

they found that visual field compatibility provided substantially more robust performance

effects relative to the other two compatibility principles.

Other work by Chua, Weeks, Ricker, and Poon (2001) suggests that the spatial compat-

ibility of the relative orientation of an operator might be alternatively described between

levels of mapping, configuration, and global relations. Their experimental work concurs

and extends the results of Worringham and Beringer (1998), by indicating that it may be

possible to identify compatibility mappings in the design of a system not only in terms

of direct, physical relationships between operator and machine, but also in terms of inter-
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actions between multiple levels of spatial organization akin to how widespread these S-R

compatibility effects might be.

Despite the presence of “theoretical” design guidelines for maintaining S-R compatibil-

ity, it has been suggested that applying these guidelines in practice is especially difficult.

Payne (1995) found that the judgments of compatibility in naive participants between dif-

ferent S-R mappings were not very accurate, suggesting that designers might not be able

to predict whether one particular control-display configuration might lead to better per-

formance than another. Vu and Proctor (2003) subsequently found that such judgments

could be improved with practice, but that common intuition alone was insufficient to make

good design decisions. Tlauka (2004) further suggests that appropriate judgment of com-

patible configurations is a function of design difficulty. In his experiments, he found that

simple compatible mappings were chosen with a high degree of accuracy, but that scenarios

not solely relying on spatial congruence for optimal compatibility were substantially less

accurate.

5.1.2 Previous Work in HCI

Some early work in HCI has benefited from the study of S-R compatibility, although it has

received far less attention in recent years. John, Rosenbloom and Newell (1985) applied

a computational description of S-R compatibility to formulate a GOMS model of user

performance as it relates to presenting and remembering computer command abbreviations.

Subsequent work by John and Newell (1989) extended the Model Human Processor of Card,

Moran, and Newell (1983) to the domain of transcription typing. Both of these models were

found to be highly reliable, serving as further evidence of the importance of information

processing to the study of HCI. In light of this work, S-R compatibility is acknowledged as

a factor influencing user stress and cognitive load (Shneiderman, 1992).

5.2 Directional Compatibility and Cursors in GUIs

In the present discussion, we will look at how S-R compatibility impacts user performance

when pointing with various graphical cursor representations as they might be seen in typ-

ical WIMP-style GUIs. “Cursor representations” refer to the external graphical shape or

appearance of cursors on a graphical display, and should not be confused with the definition
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Figure 5.1: Graphical cursors as they appear in several popular GUI-based systems. The
most popular pointing cursor in these GUIs is an arrow oriented toward the
upper-left corner of the display. Other pointing cursors may not be explicitly
shaped as an arrowhead but may convey directional cues nonetheless, such
as the “pointing hand” and pen-shaped cursors in the figure. These cursor
representations tend to vary little across systems and thus constitute a graphical
standard that does not appear to have been extensively evaluated.

of internal mental representations provided earlier (Chapter 2). Most existing cursors for

pointing include directional cues in the cursor itself that might implicitly affect the mapping

between stimulus and response. Figure 5.1 presents example cursors from several popular

GUI-based systems, noting how these cursors are represented with generally little variation.

Little work currently exists with respect to the issue of cursor orientations for mouse input,

and there has been no previous work to look at how the directional cues provided by point-

ing cursors could impact performance in more ubiquitous scenarios, such as distal pointing

with a freehand pointer or surface-contact pointing with a pen.

A substantial amount of theoretical and applied evidence suggests that directional cues

such as those found in pointing arrows can influence S-R compatibility. Experimental evi-

dence by Kantowitz, Triggs, and Barnes (Kantowitz, Triggs, & Barnes, 1990) suggests that

the perception of visual arrows in a task explicitly influences the directional compatibility

of the task. The experiments by Worringham and Beringer (1989, 1998) involved physical

controls with implicit directional cues such as levers, joysticks, and rotary knobs, demon-

strating that these cues need not even be explicit to facilitate movement toward particular

directions. Other work by Ristic, Friesen, and Kingstone (2002), and Tipples (2002) has

found that arrowhead cues may be sufficient to induce certain kinds of reflexive shifts in

visual attention.

Two experiments by Phillips, Meehan, and Triggs (2003; 2003) have directly evaluated

arrowhead cursors on univariate (one-dimensional) mouse movements on desktop displays.

Their experiments were explicitly designed to test for the presence or absence of S-R com-
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patibility effects and their results suggest that the directional cues provided by an arrow-

head cursor were sufficient to induce a systematic difference in user performance. However,

contrary to most of the S-R compatibility literature, they found that arrowhead cursors

predicted to be compatible with the direction of motion led to slower movements and less

efficient cursor trajectories. Both of their experimental reports seem to imply that the il-

lusory perception of target distance is primarily responsible for this phenomenon, but the

authors also point out that other effects consistent with S-R compatibility were also ob-

served, such as a systematic reduction in response latency for cursors cued in a compatible

movement direction.

The two experiments by Phillips, Meehan, and Triggs are used as the motivation for the

study of cursor orientations presented in this chapter. In both of the previous experiments,

the experimental tasks were limited to movement along a single axis, and as such, they

do not necessarily bear on the S-R compatibility effects associated with bivariate pointing

movements. Those studies were also limited to the use of a mouse as input, and do not

examine the impact of S-R compatibility effects with other kinds of input devices. It is

unsafe to assume that because S-R compatibility effects exist with a mouse, such effects

also exist with other kinds of input devices. Even if they do exist, what the magnitude of

the effects might be is unclear. The psychological literature suggests that S-R compatibility

is not only influenced by perceived visual cues but also by other factors such as hand pos-

ture and display-control orientation (Lippa, 1996). The present experiment described here

independently builds upon the existing results of Phillips, Meehan, and Triggs (2003; 2003)

by taking a representational perspective on S-R compatibility to provide further insight,

and extending their investigation to bivariate pointing with a variety of input devices.

5.2.1 A History of Pointing Cursors

Since graphical cursors are so integral to WIMP-based GUI systems, it may be argued

that they constitute one of the most important elements of a graphical interface. The

history of how pointing cursors in their various forms evolved over time is not particularly

well-documented. This may be due to several factors including their near ubiquity on

the desktop, which has led users and developers alike to take their presence for granted,

or perhaps the engineering challenges posed by pointing devices such as mice were more

important when cursors were first introduced, which meant that cursor appearance was
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Figure 5.2: The definition of a graphical cursor excerpted from the Xerox Bravo document
editing system reference manual, revision 5.1 (Xerox, 1980). The cursor arrow
used in the Star and Alto systems developed at Xerox is indicated at the bottom
of the figure, and has many of the same general features of the common upper-
left pointing arrow used in the many WIMP-style GUIs that followed, such as
the distinct straight edge along the left side of the arrow and the slanted edge
along the right side.
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“secondary” to the technical problems posed by the hardware used to drive them. The

following discussion highlights some of the more important developments in the history of

graphical cursors for pointing to provide an historical context and motivation for the cursor

research presented here.

Cursors were likely first introduced as a means for enabling interaction with the earliest

graphical displays. Sutherland’s Sketchpad system (1963) provided visual feedback in the

form of a cross-like pattern not necessarily to support user input, but rather to facilitate the

algorithm used to track the motion of a light pen. Light pen tracking was already in com-

mon use, as evidenced by Sutherland’s off-hand remark that the “availability of computer

controlled display systems and particularly of light pen devices for manual input made it

almost inevitable that computers would one day be involved in engineering drawing.” En-

gelbart’s prototype mouse (1963) provided a similar crosshair, which he called a “bug.”

Unlike Sutherland, whose light pen did not strictly need visual feedback to support users,

the relative-mode nature of the mouse required it. Thus, it appears that the relationship

between cursors and pointing began years before any WIMP-based GUIs had ever been

developed.

Further cursor development occurred at PARC, a division of Xerox at the time. The

Xerox Alto system developed at PARC implemented the first prototype WIMP-style in-

terface, which originally defined many of the interaction conventions used in subsequent

systems. The mouse was chosen as the primary pointing device, meaning that cursors were

again established as a necessary element of the user interface but in a context different from

the ones envisioned by Sutherland and Engelbart. The cursor chosen for pointing in the

Alto system was an arrow aimed toward the upper-left corner of the system display and

this cursor eventually became the interface standard for most WIMP-based GUIs to follow

(see Figure 5.2).

According to Butler Lampson (personal communication, August 2, 2004), who was

involved in the development of the Bravo document editing component of the Alto, this

cursor dates at least as far back as early versions of the system in September of 1974, and

the choice of an arrow was probably motivated by at least two reasons. First, the designers

wanted a shape that would point to a character rather than overlaying it. Second, pointing

toward the upper-left seemed most natural given the relative orientation of the mouse with

respect to the display (at least for right-handed mouse users). The particular graphical
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representation chosen, with a straight edge along the left side and a slanted edge along the

right side, may have been the result of technical constraints: this may have also been one

of the few cursor representations that looked acceptable on the bi-level graphics hardware

available at the time.

The Alto cursor had another characteristic that remains today: its use as a state in-

dicator, often referred to as an iconic cursor. The Alto cursor changed shape according

to what operations were invoked. The origin of icons is unclear. Tilbrook (1976) and

Baecker (1979) implemented iconic cursors to represent system state in Newswhole, which

was an experimental newspaper pagination system, around the same time the Alto was

under development at PARC (personal communication, R. Baecker, December 21, 2004).

It may be somewhat surprising that the design choices made in the early days of GUI

systems continue to be used in practice in more modern-day systems. Though most other

aspects of WIMP-style GUIs have scaled upward with relative improvements in graphical

display and input technology, the pointing cursor remains mostly unchanged from its original

representation as an arrow pointing toward the upper-left. In many existing GUIs, pointing

devices other than mice, such as pointers and pens, are being “retrofitted” with mouse-like

input properties, such as its graphical cursor representations, even though there has been

little research to indicate that elements such as the arrow cursor may be equally appropriate

for these other kinds of input.

5.3 Hypotheses and Predictions

Existing evidence from previous experimental work in S-R compatibility makes a plausi-

ble argument for the presence of directional compatibility effects with graphical elements

containing implicit directional cues. The directionally-oriented cursors used in many GUIs

could have a measurable impact on user performance with respect to pointing movement

and positioning. Based on the literature, the presence of S-R compatibility leads to three

specific experimental hypotheses:

1. Graphical cursors that indicate direction will show performance differences consistent

with those reported in the S-R compatibility literature, regardless of input method.

Specifically, pointing movement with directional cursors aligned with the axis of move-

ment should yield superior movement times and positioning performance. When di-
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rectional cursors are not aligned with the direction of movement, movement times and

positioning performance should be relatively worse.

2. Cursors that do not impose any possible directional cues, so-called orientation-neutral

cursors, should yield the best movement times and positioning performance overall, re-

gardless of input method. Since orientation-neutral cursors do not confer any specific

benefits or penalties toward particular directions of movement, averaged movement

time and positioning performance across a variety of movement directions should be

better relative to those cursors that are cued for movement in one specific direction.

One might also expect that those directionally-specialized cursors may only outper-

form the orientation-neutral cursor when moving in the specialized direction.

3. Because the S-R compatibility literature suggests that compatibility is influenced by

hand posture and spatial organization, the degree to which varying cursor represen-

tations will affect movement and positioning performance is dependent on the input

method. Based on the HCI literature with respect to input device movement per-

formance, it is predicted that input with a freehand pointer (i.e. a laser pointer-like

device) will yield the largest effects, mouse input will yield intermediate effects, and

pen input will yield the smallest effects (Myers et al., 2002).

5.4 Experiment 1: Comparing Cursor Orientations

To test these predictions, a controlled experiment was conducted to observe user perfor-

mance in a circular menu selection task with five different cursor representations and three

different input devices: mouse, pointer, and pen. The circular menu selection task was

chosen both because it permits measurement of pointing performance along bivariate di-

rections of movement and because it resembles an earlier study of circular menu selection

performance conducted by Callahan, Hopkins, Weiser, and Shneiderman (1988) and several

previous experiments from cognitive psychology examining various aspects of S-R compat-

ibility (Lippa & Adam, 2001; Cho & Proctor, 2001).

A completely within-subjects experimental design was used. Participants were in-

structed to complete three blocks each with 120 menu selection trials. Each block evaluated

pointing performance with a different input device. Figure 5.3 illustrates the progression of
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(a)

(b)

(c)

Figure 5.3: A typical trial as presented in this experiment. The dashed arrows indicate
direction of movement and were not actually displayed to participants. (a)
Participants started trials by selecting a circle located at the center of the display
using the orientation-neutral circle cursor. (b) The cursor would either change
to one of the four directional cursors, or stay the same for orientation-neutral
trials. One of the eight circular menu positions would change colour, indicating
where participants were expected to point. (c) Participants had been instructed
to select the center of the highlighted item and to emphasize speed and accuracy
equally.
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a typical trial in the experiment. The order of trial block presentation was fully counterbal-

anced across subjects and the order of individual trials within blocks was fully randomized

to minimize potential order effects. This randomization ensured that every block of pre-

sented trials had a unique ordering and that no two participants would ever see the trials

presented in the same order.

5.4.1 Participants

Twelve participants were evaluated in this experiment. These participants were volunteers

solicited from the undergraduate student population at the University of British Columbia

in a manner consistent with the university’s ethical guidelines for participant selection.

Three participants were male and nine participants were female. Their ages ranged from

18 to 34 years. All participants had normal or corrected-to-normal vision. To minimize

experimental bias due to handedness, all of the participants were required to be right-

handed. Participants were asked prior to the beginning of a session what their preferred

handedness was and those participants stating a preference for left-handedness were excused

from the study. It was determined that this would be sufficient for the selection process

and that no further handedness tests would be necessary.

5.4.2 Apparatus

Figures 5.4, 5.5, and 5.6 present the apparatus and input devices used in this experiment.

Each block of experimental trials used a different input and display device for menu item

selection. A PC workstation (dual-processor Pentium 4 3.0 GHz, 1 GB of RAM running

Microsoft Windows XP Professional Edition, and an nVidia Quadro 4 video card) was used

to present trials to participants in the blocks involving mouse and pointer input. A Compaq

TC1000 Tablet PC (running Microsoft Windows XP Tablet PC Edition) was used to present

trials in the block involving pen input. The experiment software was written using the Java

SDK, version 1.5.0 with hardware-accelerated OpenGL support. Movement times were

collected using a native high-resolution timer based on the CPU clock rate. This effectively

permitted the capture of movement times with a sampling resolution of approximately one

millisecond. In all conditions, a constant level of room illumination was maintained.

In the block of trials using mouse input (the “mouse condition”), a 17-inch LCD flat-

panel display with a resolution of 1024x768 pixels was used (see Figure 5.4). A Logitech
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Figure 5.4: The mouse condition apparatus used in this experiment. Participants used a
mouse to point at and select highlighted targets on a desktop-size display.

Figure 5.5: The pointer condition apparatus used in this experiment. Participants used
a Polhemus Fastrak-based 3D pointer simulating a laser pointer to point at
highlighted targets on a large-screen SMART Board display. Items were selected
by pressing the left button on a two-button mouse held in the left hand.
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Figure 5.6: The pen condition apparatus used in this experiment. Participants used a Tablet
PC and its accompanying pen to select highlighted targets on this portable
display. Selection was indicated by directly tapping highlighted items with the
pen.

optical Wheel Mouse was used as the input device. To control for mouse gain (sometimes

referred to in the literature as the control-display ratio), a hand-display movement ratio of

1:1 was used so that the mouse moved the same distance in hand space as it did in display

space. This was done intentionally to permit a fair comparison of compatibility effects

across the different input devices evaluated in this experiment.

In the pointer condition, a 66-inch LCD rear-projection SMART Board 3000i display

was used (see Figure 5.5). The display was set to a resolution of 1024x768 pixels. Although

SMART Boards are generally used for touch interaction, its touch functionality was not used

in this experiment; it was only used as a physically-large graphical display. The 3D pointer

of an electromagnetic Polhemus Fastrak was held in the right hand of participants while a

two-button mouse was held in the left hand. The Fastrak transmitter and 3D pointer were

kept away from metallic interference and the tracking system was calibrated and registered

before each experiment session. Pointing was accomplished with the 3D pointer. Items

were selected by pressing one of the mouse buttons.

In the pen condition, a Compaq TC1000 Tablet PC with a resolution of 1024x768 pixels
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Figure 5.7: The five cursor representations evaluated in this experiment. The four arrow
cursors were oriented at 45 degree angles toward the corners of a display. The
orientation-neutral cursor was a hollow circle with no implicit directional cues
toward any particular direction of movement.

was used (see Figure 5.6). The Tablet PC operated in landscape (wide) format to provide

an aspect orientation consistent with the other two display conditions and the display

was inclined at an angle of 45 degrees. The Tablet PC pen and display used for input

were calibrated to correct for viewing parallax before each experiment session by using the

calibration software provided by Windows XP.

5.4.3 Procedure

Participants took part in a single session approximately forty minutes in duration during

which they completed all three blocks of trials. During sessions, a researcher was present

at all times. Participants were given five-minute breaks between each block of trials.

In the mouse condition, participants were seated at a distance of 50 cm from the LCD
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monitor. In the pointer condition, participants stood upright at a distance of 200 cm from

the SMART Board display. In the pen condition, participants were seated at a distance of 30

cm from the Tablet PC. Trials in each block consisted of a single pointing movement with a

given input device, starting from the center of a display and moving to one of eight equally-

distant menu items with one of five possible cursor representations. Figure 5.7 illustrates

the graphical cursors used in this experiment: arrows pointing toward the (1) upper-left,

(2) upper-right, (3) lower-left, (4) lower-right of a display, and (5) an orientation-neutral

circle. The arrow cursors were specifically designed to be oriented at 45 degree angles to

allow for a systematic comparison of directional compatibility.

All of the visual elements in the experiment were rendered to subtend the same visual

angle from the perspective of the participant across each of the different display and sub-

ject viewing distances, consistent with experimental practice in cognitive psychology. All

cursors, including the orientation-neutral circle cursor, subtended a visual angle of two de-

grees in all of the display conditions. Target menu items were eight circles, four degrees

of visual angle in diameter and ten degrees distant from the center of the display. These

targets were equally spaced in a circular fashion around the center target to form a circular

menu. Each combination of trial parameters was repeated three times, yielding a total of

5 cursor orientations × 8 menu positions × 3 input devices × 3 repetitions = 360 trials

per participant. Thus, each trial block consisted of a complete set of 120 trials using one

particular input device.

Mouse Condition

In the block of mouse input trials, participants were provided with a Logitech optical Wheel

Mouse, which was placed on a desktop (table) directly in front of them. Participants pointed

at onscreen items by moving the presented visual cursor to the graphical items using the

mouse and then clicking the left mouse button to indicate selection.

Pointer Condition

In the block of pointer trials, participants were instructed to hold a Polhemus Fastrak 3D

pointer (freehand stylus) in their right hand while holding a push button mouse in their left

hand. Participants pointed at onscreen items by directly aiming the 3D pointer at graphical

items and clicking a button on the mouse held in their left hand. This two-handed pointer-
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and-mouse approach permitted the capture of participant performance data without the

potential confounding errors associated with the “pen-drop” phenomenon often associated

with pointer input (Myers et al., 2002).

Pen Condition

In the block of pen input trials, participants used the tablet-sensitive pen of the Tablet

PC for item selection. Although the Tablet PC was situated on a table, participants were

instructed to hold the Tablet PC with their left hands for additional stability. The pen was

held in the participants’ right hands and they pointed at onscreen items by directly tapping

at graphical items to indicate selection.

Training

All participants received a minimum of twenty practice trials prior to each block of ex-

perimental trials. Practice trials consisted of trials presented in the same manner as true

experimental trials. In the practice trials, cursor orientations and items for selection were

chosen at random. Practice trials were presented until both the participant and researcher

were satisfied with the participant’s ability to complete the task as instructed.

5.4.4 Data Analysis

During the experiment, two primary quantitative measures were collected. Total movement

time was defined as the period of time from trial initiation to the point at which a highlighted

item was selected, measured in milliseconds (ms). Movement precision was measured in two

different ways. First, it was measured as a standard root-mean-square (RMS) index from the

center of the intended target menu position of every trial. Second, movement precision was

measured in terms of effective target width, which is sometimes computed when analyzing

2D movement performance with Fitts’s Law, using the derived RMS values as a measure of

pointing variance (MacKenzie & Buxton, 1992).

Collected participant data were analyzed statistically in a manner consistent with the

outlined experimental hypotheses. To determine whether the participant data supported

the claims described by the experimental hypotheses, a factorial analysis of variance with

repeated measures (ANOVA-RM) over three independent factors of input device, menu

position, and cursor type for the dependent measures of movement time, RMS index, and
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effective target width. Sphericity was evaluated using Mauchly’s test and visual observation

of the data. Mauchly’s test suggested that some measures in some cells might have violated

the assumption of sphercity (p-values ranged from .004 to .523 across cells and measures), so

a Greenhouse-Geisser correction was applied to adjust the estimated degrees of freedom in

all relevant statistical analyses. In the statistics that follow, all relevant degrees of freedom

are reported as adjusted by the Greenhouse-Geisser correction.

If changes in cursor representation had an impact on movement performance, these

would be observed in the ANOVA-RM as statistically significant (p < .05) two-way interac-

tion effects between menu position and cursor type across all three dependent measures. To

assess the overall impact of movement performance for different cursors along all directions

of movement, which is important when considering general visual feedback solutions for

GUIs using pointing as a means for interaction, corresponding main effects for cursor type

were also of interest. Averaged movement times, RMS indices, and effective target widths

were computed across all eight menu positions for each cursor type as well. These averaged

movement performance measures were subjected to an additional two-way ANOVA across

input device and cursor type.

5.4.5 Movement Time Performance

Consistent with the experimental hypotheses, the factorial three-way ANOVA-RM found a

significant two-way interaction between menu position and cursor type [F (2.464, 27.105) =

3.875, p = .033]. No higher-order interaction effect was observed, suggesting that the way

in which a cursor was represented had an impact on movement time performance toward

particular directions of movement. A corresponding two-way interaction between input

device and cursor type was also statistically significant [F (2.751, 30.261) = 3.578, p = .028].

This result supports the hypothesis that the impact of different cursor types on movement

time differs across input devices.

Participant performance was compared in those trial situations where cursor type and

menu position were compatible (i.e. when an upper-left cursor was used to point at the

menu item in the upper-left position and so on) versus the averaged movement time for that

particular menu position, regardless of cursor type. This comparison was done to assess the

difference in effect size between compatible mappings and averaged “expected” movement

performance. In all of the compatible situations, movement times yielded consistent average
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improvements of approximately 35 ms for mouse input (approximately 3.3 percent faster

than average), 65 ms for pointer input (approximately 5.5 percent faster), and 17 ms for

pen input (approximately 1.5 percent faster).

An identical comparison was done to measure the difference in effect size between purely

incompatible mappings (i.e. when an upper-left cursor was used to point at the menu

item in the lower-right direction and so on). In these incompatible situations, movement

times yielded consistent effects although these performance penalties were relatively smaller.

Mouse input was observed to be about 18 ms slower (approximately 1.7 percent slower),

pointer input was 43 ms slower (approximately 3.7 percent slower), and pen input was about

9 ms slower (approximately 0.8 percent slower) on average.

Also consistent with the experimental hypotheses, the ANOVA-RM revealed a secondary

main effect of cursor type, suggesting that by simply varying the cursor representation that

was used for movement alone, it was possible to manipulate movement time performance

[F (2.279, 25.072) = 5.545, p = .008]. No other main effects were observed for either input

device [F (1.710, 18.811) = 2.097, p = .155] or menu position [F (3.061, 33.671) = 2.544, p =

.072].

Figures 5.8, 5.9, and 5.10 present bar graphs of averaged movement time across all tested

movement directions, by cursor type for each input device. The secondary two-way ANOVA

for input device and cursor type for movement times averaged across all eight menu positions

yielded a two-way interaction effect across both independent factors, suggesting that some

cursor types performed better than others overall and that the degree to which these cursors

differed also depended upon input type. The orientation-neutral circle cursor was found to

have the best averaged performance overall and this was consistent across all three tested

input devices. The cursor oriented toward the lower-right of the displays consistently had the

worst averaged performance overall for all input devices. This difference was most apparent

with pointer input, which demonstrated a movement time difference of 157 ms between the

orientation-neutral circle cursor and the lower-right arrow cursor. These differences were

substantially smaller for mouse and pen input, with movement time differences of 59 ms

and 27 ms respectively.

The orientation-neutral circle was found to consistently outperform the traditional

upper-left arrow cursor that represents the orientation used in many existing GUI systems.

Performance differences between the upper-left arrow cursor and orientation-neutral circle
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Figure 5.8: Bar graph broken down by cursor type for averaged mouse movement times
across the eight menu positions in this experiment.

were most apparent with pointer input, where movement times differed by 127 ms. With

mouse input, these movement times differed between both cursors by approximately 37 ms.

With pen input, these movement times differed by approximately 17 ms. Although small,

these differences are measurable improvements in movement time performance, suggesting

that there may be situations in which an orientation-neutral cursor might be beneficial over

the standard upper-left arrow cursor typically employed.

A final analysis of movement time was conducted to examine the average movement

times across all eight tested menu positions and all five cursor types. This analysis was

done to look at the overall impact of device performance on the observed cursor effects,

independent of S-R compatibility. A one-way ANOVA across all three input devices found

that movement time performance was significantly different across mouse, pointer, and pen

input [F (1.682, 18.503) = 62.977, p < .001], consistent with previous research reported in
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Figure 5.9: Bar graph broken down by cursor type for averaged pointer movement times
across the eight menu positions in this experiment.

the HCI literature. Average mouse movement times were 1075 ms in duration, pointer

movement times were 1193 ms in duration, and average pen movement times were 1081

ms in duration. Thus, pointer input appeared to be the least efficient, having the longest

movement times, while mouse and pen input were relatively similar in performance.

5.4.6 Precision and Accuracy

Results for measures of movement precision were mostly consistent with those found for

movement time. While the primary factorial ANOVA-RM did not find any higher-order

interaction effects (menu position by cursor type: [F (7.223, 79.452) = 1.427, p = .205]),

it observed a statistically significant main effect for input device on measured RMS index

and effective target width [F (1.197, 13.162) = 1840.995, p < .001]. RMS index and effective
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Figure 5.10: Bar graph broken down by cursor type for averaged pen movement times across
the eight menu positions in this experiment.

target width share the same F-values since effective target width was computed as a function

of RMS. Both mouse and pen input were found to have roughly comparable movement

precision performance, but pointer input was substantially worse. Pointer interaction, in

particular, may have suffered because of movement effects such as hand jitter due to lack

of a stable surface for pointing.

The actual target widths of target menu positions were four degrees of visual angle in

size. The effective target widths for these menu positions remained roughly the same for

mouse and pen input. However, the computed effective target width for pointer input was

nearly eight times larger (i.e. the spread of pointing errors was much larger when pointing

with a pointer than with a mouse or pen). This is an indication that participants likely

spent more time making movement corrections with pointer input than they did with either

mouse or pen input.
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The ANOVA-RM also found a main effect for cursor type on measured RMS and effective

target width [F (2.586, 28.441) = 3.176, p = .045 for both measures], but the overall influence

of these effects were much smaller (partial η2 = .224) compared to that of the main effect for

input device (partial η2 = .994). Thus, the experiment was unable to uncover any predicted

relationship between cursor type and movement direction as postulated in the experimental

hypotheses, although it may be the case that any movement positioning effects due to S-R

compatibility might have been masked by input device performance as evidenced by the

large differences in the partial η2 values in the tested factors.

With respect to cursor type, computed effective target widths were smaller than actual

target widths when using the orientation-neutral circle cursor and upper-right arrow cursor.

However, these improvements were relatively small, demonstrating a width decrease of 0.3

degrees for the orientation-neutral cursor and 0.15 degrees for the upper-right arrow cursor.

All of the other cursor representations yielded differences between effective target width

and actual target width of less than 0.1 degrees, which is not large enough to be considered

practical or meaningful. Because effective target width was directly derived from the RMS

measure, these agreed with values for movement precision as measured by RMS index. A

review of RMS index values yielded very small, but consistent, differences in favor of the

orientation-neutral circle cursor compared to all of the other cursor representations.

5.4.7 Other Observations

Participants were asked at the end of each session to provide a subjective, qualitative

preference for each of the cursor and input types tested. Some participants stated a clear

preference for the orientation-neutral circle cursor while others felt that the circle was

“easier” to use, though none of the participants were able to provide a good explanation

for why they felt this way. Two of the participants remarked that they found it surprising

that orientation-neutral cursors were not used more often in desktop GUI settings. These

subjective preferences and observations are well-supported by the empirical data obtained

in this experiment.

With respect to input device, several of the participants expressed a sense of novelty

with respect to using pointer and pen input. All of the participants claimed to only have

substantial experience with using a mouse for pointing, so this particular observation may

not be surprising. One participant remarked on the use of the pointer on a large screen as
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interesting and as having potential for games and entertainment, and several other partici-

pants felt that they would probably like to be able to use it for short amounts of time when

interacting with a large screen. However, all participants agreed that the use of the pointer

would probably lead to unnecessary fatigue during extended use.

5.5 Discussion of Experiment 1

This experiment demonstrates that S-R compatibility and the integration of visual informa-

tion for perception and action can systematically influence user performance, even in the

case of a simple graphical element like a visual cursor. The influence of S-R compatibility

was observed to be dependent on the input and display configuration being used. Impact

was greatest when interacting with a pointer on a large screen while impact was minimized

when interacting with a pen on a portable display. These results overall suggest that the

kinds of visual cues used in existing and future GUI systems need to be considered care-

fully by designers. Moreover, knowing that many elements can influence S-R compatibility,

including cursor representation, hand posture, and user orientation, is an important step

along the way toward understanding the basic elements that constitute effective interaction

with GUI systems.

The experiment and results presented here open up the possibility for further study and

additional research. Although this experiment did not find any specific S-R compatibility

effects for movement precision, it remains unclear whether different directional cursors can

influence movement precision. The previous experiments by Phillips, Triggs, and Meehan

(2003; 2003) certainly imply that this is the case. The inability to find any statistically

significant differences may be the result of other factors such as input device and move-

ment amplitude (Phillips, Triggs, and Meehan suggest that the influence of compatibility

on movement precision is a function of movement distance). Additionally, this particular

experimental design was chosen to minimize bias with respect to handedness and learn-

ing effects such as contextual interference. Future experiments may look at the aspect of

handedness with respect to S-R compatibility more carefully. It would be interesting to

determine if any “mirrored” compatibility effects exist, as might be suggested by the S-R

compatibility literature with respect to the relationship between display and control.

Another interesting follow-up would involve manipulation of different kinds of orientation-
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neutral cursors. Though a circle was used in this experiment, other studies involving

orientation-neutral cursors use crosshairs or other similar representations, possibly because

these are the most prevalent non-directional cursor representations in use. It would be valu-

able to determine whether such cursors yielded equivalent performance to the circle cursor

used here, or if other implicit cues in different orientation-neutral cursors might further

influence the S-R compatibility of user input.

5.5.1 Implications for User Interface Design

Based on the present experiment, the following implications for user interface design are

suggested. These implications provide evidence that a representational approach to HCI

can not only be theoretically interesting, but can also be helpful in the practical design and

evaluation of interactive systems.

1. Where appropriate, consider the use of orientation-neutral visual cursors and be care-

ful with the use of visual cursors that may include directional cues.

Using a cursor representation free of directional bias was observed in this experiment

to provide faster movement performance and better movement precision. This finding

could be helpful in GUI systems that are organized in such a way that interactive

elements are located all over the display (such as in existing WIMP-based systems).

Consistent with the literature looking at judgments of S-R compatibility, designers

should not assume that a directional cursor might not measurably affect performance

because evidence exists that orientation-neutral cursors may better facilitate user

performance.

2. In situations where many interactive elements may be clustered in one particular area

of the display (i.e. palettes or toolbars), choosing a cursor tailored to the direction of

movement could be helpful.

There may be particular instances where the inclusion of directional cues may be de-

sirable. In this experiment, it was found that cursors oriented in particular directions

facilitated movement in those directions. Choosing a cursor tailored to one specific

direction might be helpful when users are expected to point along a particular axis of

movement fairly frequently. Furthermore, such cues might be helpful as a visual aid

to encourage users to make movements in particular directions (as might be the case
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when interactive shortcuts or visual mnemonics are employed to facilitate expert user

performance).

3. Where movement precision and positioning are important, consider using an input

device that rests on a stable surface or consider using a touch-based input method

such as pen input.

The experimental results were found to be consistent with previous work investigating

user performance with different kinds of input. Pen input was shown to have the least

“susceptibility” to predicted S-R compatibility effects with respect to cursor type,

which may be because such visual feedback was unnecessary for the pointing move-

ments required in the experiment. Other visual feedback for pen input was already

present, including sight of both pen and limb. In instances where pen or even mouse

input may not be viable, S-R compatibility becomes more important. The results

of this experiment suggest that at least one way to increase user performance with

pointer input is to provide compatible visual cues that facilitate movement perfor-

mance.

4. Do not assume that it is easy to design a user interface that has compatible S-R

mappings and be aware that visual elements can inadvertently affect the compatibility

of user input.

This experiment demonstrates that the standard pointing cursor used in many exist-

ing GUI systems can be replaced by other, more compatible elements even though

many designers would assume that choice of cursor representation would make no

difference whatsoever, and that even if it does, that the “tried-and-true” upper-left

arrow pointing cursor would be best. The results of this experiment suggest that

designers need to be willing to look beyond their own intuition when building an ef-

fective, efficient user interface because many performance-altering phenomena such as

S-R compatibility are not readily apparent without systematic study.
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Chapter 6

Specialization of the Upper and

Lower Visual Fields 1

The separation of visual information for perception and action can be observed in the evolu-

tion of the human eye and the functional specialization of the upper and lower visual fields

(UVF and LVF). Unlike the integration of visual information as seen in the phenomenon

of S-R compatibility discussed in the previous chapter, the UVF and LVF characterize a

perspective on mental representations of visual space whereby vision for perception and

vision for action are separate and unique representations of visual space. Although it may

seem paradoxical that visual information could be simultaneously integral and separable,

we only need to refer back to the computational theory of mind to understand how this is

possible. Marr (1982) in particular points out that much of the difficulty inherent in solving

a problem (or carrying out a task) is a function of how the information available to solve

the problem is represented. When information is represented in a particular way, certain

problems may be easier to solve at the expense of making other problems more difficult

to solve. Thus, any complex system that must be capable of carrying out multiple tasks

may have to use multiple representations of the same information to efficiently carry out

particular tasks.

In the case of human vision, there is substantial evidence that supports the processing of

visual information both as an integrated entity and as a separated entity. For some kinds of

visual operations, it may be more efficient to represent visual information in an integrated

mapping, as characterized by the situations in which phenomena like S-R compatibility have

been observed to appear. As we will see, there may also have been factors in the evolutionary

history of humans that could have led to the development of separable representations

1A version of this chapter has been published. Po, B. A., Fisher, B. D., and Booth, K. S. (2004). Mouse
and touchscreen selection in the upper and lower visual fields. Proceedings of the ACM Conference on
Human Factors in Computing Systems, pp. 359-366.
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of visual information for perception and action as an evolutionary advantage. Based on

current experimental evidence, the consequences of these evolutionary factors continue to

exist today, even though the world that people inhabit is substantially different from the

one that existed many thousands of years ago. Such evolutionary choices may be even more

important now, as the visual world is arguably more complex today than it has been at

any other point in human history. Identifying the impact of separate representations for

perception and action could be important to fully understanding user performance, and the

functional specialization of the UVF and LVF could have important implications for user

interface design.

6.1 Background and Related Work

Archaeological evidence suggests that the anatomical characteristics of the modern human

started to appear some 170,000 years ago (Wynn, 2002). The development of vision as a

sensory modality predates this, and there is phylogenetic evidence suggesting that all biolog-

ical vertebrates that now possess vision are descended from organisms who developed vision

approximately 540 million years ago (Nilsson, 1996). It is postulated that vision probably

first evolved to facilitate movement and that other characteristics typically associated with

the sense of sight developed much later. It is further believed that it is this distinction that

led to the development of separate representations of visual space for perception and action.

This ecological argument implies that the neural pathways that process visual information

for movement have had a longer evolutionary history than those pathways that process

visual information for perceptual functions.

6.1.1 The Functionally Specialized Eye

Some ecological theories suggest that four important changes in the visual environment

of primates are responsible for the division between vision for perception and vision for

action (Previc, 1990). First, primate vision underwent a tremendous increase in the optical

resolution of the eye (Polyak, 1957). Second, primates became more reliant on coloured

fruits as a food source, made partially possible by the evolution of spectrally-sensitive cone

pigments (Snodderly, 1979). Third, facial expression became an important instrument of

emotional expression and social communication (Allman, 1977). Fourth, the primate visual
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Figure 6.1: An illustration of the upper and lower visual fields (UVF/LVF). The UVF
corresponds to the upper half of what is seen while the LVF corresponds to the
lower half.

system evolved the capacity to make voluntary saccadic eye movements independent of

head movements (Previc, 1990). Thus, primates eventually developed the need for a visual

system capable of supporting efficient perceptual functions and the mechanisms to meet

those needs.

Two other critical changes occurred concurrently with these perceptual developments,

leading to the need for a visual system simultaneously capable of supporting efficient vi-

suomotor functions. First, primates had developed an increased body size and a sitting or

partially erect posture became regular behavioural practice. This resulted in an elevation of

the eyes relative to the rest of the body, altering the role of the hands and arms for primar-

ily manipulative functions rather than for postural support (Osman Hill, 1972). Second,

changes in the shape of the hand led to an increased capacity for sophisticated reaching

behaviours in higher primates (Bishop, 1962). This permitted higher primates to perform

finer and more skilled motor functions than were previously possible.

These evolutionary theories further suggest that these changes to the visual environment

correspond to the development of differential visual processing dependent on where visual

stimuli were detected. Since many of the perceptual tasks that occurred also happened at

a distance, these were more likely to occur in the upper half of what was seen. Similarly,
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Upper Visual Field (UVF) Specialized for perceptual activities in far,
or extrapersonal, space. Superior perfor-
mance for activities like visual search and
object recognition. Longer feature persis-
tence and better discrimination of facial
features.

Lower Visual Field (LVF) Specialized for visually-guided motor ac-
tivities in near, or peripersonal, space.
Greater attentional resolution and acuity
for fine detail. Better temporal change dis-
crimination.

Table 6.1: A summary of the functional differences between the UVF and LVF based on
evidence from the psychological literature.

because the hands and arms became necessarily situated below the eyes, many visuomotor

tasks became more likely to occur in the lower half of what was seen. This apparent

division in visual tasks led to a major functional division between the vertical hemifields of

the human eye. In modern psychological terms, the upper visual field (UVF) corresponds to

the upper half of the perceived visual world while the lower visual field (LVF) corresponds

to the lower half of the perceived visual world. Figure 6.1 illustrates this division and Table

6.1 summarizes the most important functional differences between these two visual fields.

The UVF is believed to be functionally specialized for activities in far, or extrapersonal

space, which refers to activities that occur outside of reaching distance. This is an in-

terpretation that has arisen from psychological evidence suggesting that the UVF supports

perceptual activities like visual search and object recognition. Likewise, the LVF is believed

to be functionally specialized for activities in near or peripersonal space, which refers to

activities that occur within reaching distance. This has arisen from psychological evidence

suggesting the LVF supports visually-guided motor activities.

Despite the use of the term “functional specialization” to refer to the distinction between

the UVF and LVF, it is not the case that particular functions can only occur in one or the

other visual field. Rather, the cumulative evidence supporting the presence of specialized

functionality in the UVF and LVF indicates that both visual fields are capable of performing

the same tasks, but one of the two fields has superior task performance relative to the other.

Relevant evidence to support the UVF and LVF distinction falls into three primary cat-

egories: reaction time performance, visual attention, and neuroanatomical features. Other

evidence includes experimental work in the areas of motion perception and visual evoked
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potentials (Previc, 1990). Skrandies (1987) and Previc (1990) provide substantial reviews

of this evidence, some of which is discussed here. The evidence cited in their reviews is

further supported by additional experimental evidence reported in the years following their

publications, some of which is also discussed here. All of this evidence supports the notion

that the UVF and LVF separate visual information into two distinct mental representations

during processing, with the UVF supporting a representation of visual space for perception

and the LVF supporting a representation of visual space for action.

6.1.2 Reaction Time Performance

Differences in reaction time are some of the best studied and most reliable evidence that

differences exist between the UVF and LVF. Woodworth (1938) cites evidence suggesting

that reaction time latencies for most visual stimuli are shorter when such stimuli are pre-

sented to the LVF. Payne (1967) subsequently characterized these differences as being eight

to ten milliseconds shorter at the vertical division between the UVF and LVF but more

than twenty milliseconds shorter when well inside the LVF. Gawryszewski et al. (1987)

and Rizzolatti et al. (1987) have replicated these results, showing that such reaction time

differences arise at least under valid or neutral attentional cueing.

Tychsen and Lisberger (1986) report a consistent asymmetry in eye movement acceler-

ations in the UVF and LVF. They found that target pursuit had greater acceleration for

both upward and downward target motion when targets moved into the LVF but that sac-

cadic eye movements were faster to static targets when such stimuli were presented in the

UVF. This is consistent with a review of experimental evidence by Heywood and Churcher

(1980), which found that most published studies reported superior saccadic eye movement

performance for visual items presented in the UVF.

Christman (1993) used a hierarchical letter stimuli task to demonstrate that global

(group) percepts were detected more quickly when they were presented to the LVF while

local features were detected more quickly when they were presented to the UVF. Rubin,

Nakayama, and Shapley (1996) found an LVF advantage for the perception of illusory con-

tours, consistent with the results from the earlier Christman study. Niebauer and Christ-

man (1998) used a comparison of coordinate and categorical judgments toward the same

stimuli and found that reaction times were faster to LVF stimuli for coordinate judgments

but not for categorical ones, consistent with the interpretation that the LVF is specialized
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for visually-guided movements. A psychophysical pointing task by Danckert and Goodale

(2001) found that direct, physical pointing toward physical (cardboard) targets was faster

and more accurate when such items were perceived in the LVF.

6.1.3 Visual Attention

The experimental work surrounding the topic of visual attention has uncovered further ev-

idence of vertical asymmetries in the visual field. Gawryszewski et al. (1987) investigated

(physical) manual responses to perceived visual targets, suggesting that a three-dimensional

cubic framework for spatial visual attention might exist. In their work, fundamental divi-

sions in movement performance occurred along a depth (near-far) axis, a lateral (left-right)

axis, and a vertical (upper-lower) axis corresponding to the UVF and LVF. Thus, they

concluded that because there is an implicit relationship between spatial attention and vi-

suomotor coordination with a bias toward the LVF, the LVF may have been functionally

specialized to support the accurate monitoring of the trajectory of a reaching hand. More

recent work by Intriligator and Cavanagh (2001) found that the spatial resolution of visual

attention, or the capacity to individuate items in a presented group of items, was asym-

metric in the UVF and LVF. They found that the “critical spacing” for individuation was

larger in the UVF than in the LVF, consistent with the notion that finer individuation may

be an important feature for highly skilled motor movements but may be less important for

perceptual tasks in extrapersonal space.

Several experimental studies have found that there is a bias toward visual search tasks

in the UVF, consistent with the hypothesis that the UVF is specialized for perceptual ac-

tivities. Jeannerod et al. (1968) found that visual search usually initiates in the UVF,

possibly explaining why targets in the UVF are more frequently identified in briefly pre-

sented displays (Goldstein & Babkoff, 2001). Chedru et al. (1973) also found that visual

searches were disproportionately biased toward an examination of the UVF, consistent with

the finding that while performing a search of a visual display in memory, subjects typically

elevate their eyes (Kinsbourne, 1972). Other work by Piaget (1969) found that a vertical

line intersecting a horizontal line perceived in the UVF appeared shorter than in the LVF

and he argued that this was the result of attentional focus being “shifted” toward the UVF.

More recently, Heider and Groner (1997) showed in a comparison of the vertical visual fields

that detected colour features were more persistent in the UVF relative to the LVF.



6.1. Background and Related Work 85

Patients with spatial neglect syndrome (a condition often caused by a stroke, charac-

terized by a measurable inability to perceive and attend to objects in particular regions of

the visual field) also provide supporting evidence for a distinction between the UVF and

LVF. Rubens (1985) found that all eighteen patients diagnosed with spatial neglect in his

study had more pronounced symptoms in the left-hand side of the LVF relative to the rest

of the visual field and that thirteen of these patients had spatial neglect that was limited

to the LVF. Such evidence is consistent with the experimental ablation work on monkeys

conducted by Rizzolatti et al. (1985) who found that selective induction of spatial neglect in

extrapersonal or peripersonal space was possible by creating lesions in regions of the brain

directly related to processing of visual information in the UVF and LVF.

6.1.4 Neuroanatomical Features

Anatomical evidence indicates that the distribution of ganglion cells in the eye across the

UVF and LVF is non-uniform. Two studies by Curcio et. al (1987) and Curcio and Allen

(1990) indicate that there are greater concentrations of ganglion cells in the LVF, perhaps

anatomically consistent with the findings of Intriligator and Cavanagh (2001), suggesting

a greater spatial resolution for visual attention in the LVF. The greater cell density in the

LVF is also consistent from an ecological perspective. What occurs in the LVF is likely

of particular interest immediately, while what occurs in the UVF may be of interest only

sometime in the future (although perhaps on the order of several seconds later). Thus, what

must be dealt with immediately must be dealt with as efficiently as possible before turning

attention toward those things that will be dealt with later in the future. The presence of a

denser cell population in the LVF may be one way in which the visual system has evolved

to deal with immediate problems as efficiently as possible.

Perhaps the most compelling evidence for a functional division between the UVF and

LVF comes from the neuroscience literature. Neurophysiological studies have determined

that there is a direct neural link between the UVF and the ventral pathway of visual pro-

cessing, largely involved in the processing of visual information for perception (Previc, 1990;

Danckert & Goodale, 2001). These studies have also shown that there is a corresponding

neural link between the LVF and the dorsal pathway of visual processing, largely involved

in the processing of visual information for action. These neural connections are consistent

with the specializations postulated for the UVF and LVF. The presence of the ventral and
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dorsal pathways are central to the study of the two-visual systems hypothesis, which will

be discussed in greater detail in the next chapter (Chapter 7). However, in the context of

the UVF and LVF, the presence of direct and distinct connections from both visual fields

suggests that there is a corresponding anatomical basis for the ecological arguments that

postulate specialized differences across the vertical visual fields.

6.2 Hypotheses and Predictions

With respect to HCI, the functional specialization of the UVF and LVF suggests that user

performance might be affected depending on where interactive elements on a display are

initially perceived. If this is true, then the differences attributed to the UVF and LVF

could be important in understanding how separate mental representations for perception

and action relate to the organizational characteristics of a user interface and perhaps what

kinds of interface layouts are optimal for specific user activities. Based on the existing

psychological evidence, the following experimental hypotheses can be postulated:

1. User performance in pointing tasks should be measurably improved when the items to

be selected are presented in the LVF compared to when equivalent items are presented

in the UVF. This is consistent with the claim that although the UVF still enables

motor movements such as pointing, the LVF is functionally specialized to facilitate

these and other visually-guided motor responses.

2. There may be characteristic differences in the way that the LVF advantage exhibits

itself between different kinds of pointing, for example direct (touch) pointing versus

indirect (mouse) pointing. This is consistent both with previous experimental evi-

dence that has consistently shown improved performance when physically pointing

at objects in the LVF and also with previous comparisons of direct versus indirect

input performance in HCI. Substantially less is known about how the UVF and LVF

might contribute to differences in pointing performance with less direct input devices

like mice, but it is worth noting that the visual fields became functionally specialized

to deal with physically direct input but not necessarily input that depends upon an

indirect mapping.
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6.3 Experiment 2: Item Selection in the UVF and LVF

To test these predictions, a controlled experiment was designed to compare mouse and

touchscreen pointing performance across the two visual fields. Performance was modeled

using Fitts’s Law (discussed in Section 3.1.2) as a means of characterizing movement times

for pointing. If systematic performance differences existed depending on whether items

were perceived in the UVF or LVF and whether items were pointed at with either mouse or

touchscreen input, such differences would become apparent in the Fitts-regression models

developed for each visual field and input device. The use of an experimental task amenable

to Fitts’s Law also meant that the experiment could be designed to test user performance

in an interactive scenario consistent with previous research in HCI.

A fully counterbalanced, within-subjects experimental design was employed. Partic-

ipants were instructed to point at individual items of different widths and at difference

distances as they were presented on a large-screen display. Every participant completed

two blocks of pointing trials, with each block corresponding to either direct or indirect in-

put. One block consisted of mouse pointing trials and another block consisted of touchscreen

pointing trials. These blocks were counterbalanced such that half of the subjects completed

mouse pointing before touchscreen pointing while the other half completed touchscreen

pointing before mouse pointing. Figure 6.2 presents an illustration of a typical pointing

trial in this experiment.

6.3.1 Participants

Eight participants were evaluated in this experiment. These participants were volunteers

solicited from the undergraduate and graduate student populations at the University of

British Columbia in a manner consistent with university ethical guidelines for participant

selection. Five were male and three were female. Their ages ranged from 19 to 40 years.

To minimize experimental bias due to handedness, all of the participants were required to

be right-handed. All participants had normal or corrected-to-normal vision.

6.3.2 Apparatus

Figure 6.3 depicts the display and experimental apparatus used in this experiment. A

SMART Board 3000i large-screen display was used to visually present trials to participants.
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Figure 6.2: An illustration of a typical pointing trial in this experiment. (a) Participants
were instructed to initiate trials by pointing at a square target on their right
hand side. (b) A 5×3 block of digits appeared either above or below eye-level.
Participants would move their eyes to fixate on this block of digits and after
a period of three seconds, this block of digits would drop out, be replaced by
a single digit randomly chosen from 0 to 9, and a new square target would
appear. (c) Participants had been instructed to make a univariate right-to-
left pointing movement toward the center of this target while simultaneously
saying the indicated number out loud. This “fixate-and-point” trial mechanism
permitted control over whether selected items were perceived in the UVF or
LVF without changing the biomechanics of the final pointing motion.
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Figure 6.3: A photo of the experimental apparatus used in this experiment. Participants
stood upright during each block of trials. In this photo, a participant is selecting
items using touch input. In the mouse block of trials, a mouse was placed at a
comfortable height on a stable surface to the right-hand side of participants.

The display was rear-projected and had an active LCD area of approximately 136 cm by 102

cm, running at a graphical resolution of 1024 by 768 pixels. A PC workstation (Pentium

3, 1.0 GHz machine with 256 MB of RAM running Microsoft Windows XP Professional

Edition) drove the display, running the experimental software that presented trials and

recorded participant performance data. The experimental software was written in C us-

ing Microsoft Visual C++, version 6. Graphical items were rendered using OpenGL and

graphics hardware acceleration.

Movement times were captured using a high-resolution timer based on the CPU clock

rate to achieve a sampling resolution of less than 1 ms. During the mouse pointing blocks,

a standard Logitech optical Wheel Mouse was made available to participants. While par-

ticipants were completing the experiment, a constant level of ambient (room) illumination

was maintained and a researcher was present at all times.
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Prior to each session, the SMART Board display was calibrated for touch input using

the provided SMART Board driver software. All participants were instructed to stand in

front of the display while the researcher manually adjusted a setting in the experiment

software to ensure that presented targets to be selected in trials would always appear at

eye level. This calibration for individual height differences ensured that every participant

saw the same rendered display relative to their UVF and LVF, regardless of height.

6.3.3 Procedure

All participants took part in single sessions lasting approximately forty minutes in duration.

In both mouse and touchscreen blocks, participants stood upright before the SMART Board

at a viewing distance of approximately 30 cm (see Figure 6.3). Trials consisted of a single

right-to-left pointing movement from a starting point to a single display target while fixating

on a particular area of the screen whose vertical position was either above or below the

displayed targets. These areas of fixations were used to experimentally control whether

displayed targets appeared in the UVF or LVF.

Displayed targets were individual square targets that appeared in one of four different

sizes: 8×8, 16×16, 32×32, and 64×64 pixels. At the participant viewing distance of about 30

cm, these items subtended approximately 1, 2, 4, and 8 degrees of visual angle respectively.

Targets appeared at one of four distances (or pointing amplitudes as they might be called in

the literature related to Fitts’s Law) from the starting position: 32, 64, 128, or 256 pixels.

At the participant viewing distance, these yielded approximately 4, 8, 16, or 32 degrees of

pointing movement respectively. Since all pointing movements were made from right-to-left

along the horizontal dimension, the pointing task was effectively univariate, limited to one

movement dimension at all times. Each combination of target size, target distance, and

area of fixation was repeated, yielding a total of 4× 4× 2× 3 = 96 trials per block. Across

both the mouse and touchscreen pointing blocks, every participant completed a total of 192

pointing trials.

All graphical items were rendered against a black background. Individual trials within

blocks were initiated by instructing participants to point and hold their aim at a 48×48

pixel starting square to their immediate right (see Figure 6.2). A 5×3 array of randomly-

generated digits between zero and nine appeared 135 pixels, or approximately 20 degrees of

visual angle, above or below eye level. These arrays of numbers were rendered in a white,
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fixed 10×10 font size. When participants fixated toward arrays located above eye level,

presented items appeared in the LVF. Similarly, when participants fixated toward arrays

located below eye level, presented items appeared in the UVF.

Participants were instructed to make pointing movements toward the center of displayed

targets and were asked to emphasize speed and accuracy equally. They were also instructed

to hold their gaze on the designated fixation area at all times in a trial, even while pointing.

After a period of three seconds, the 5×3 array of numbers disappeared, replaced by just a

single, randomly-selected digit between zero and nine in the same font and style simulta-

neously with the display of the target to be selected. Participants verbally indicated the

single digit to the researcher while pointing at the displayed item. During the experimental

design, it was decided that participants who incorrectly reported digits or were observed

to shift their gaze while pointing would have those trials invalidated, although this never

happened in the pool of participants who were evaluated in this experiment.

The vertical fixation and response mechanism served two purposes. First, it permitted

experimental control of whether items appeared in the UVF or LVF. Second, it achieved this

without changing the physical mechanics of the pointing interaction. This second point, in

particular, was important to avoid any potential experimental confounds that might result

from movements toward one direction or another. The chosen implementation of “fixate-

and-point” provided sufficient assurance that participants maintained presented items in the

UVF or LVF at all times. It might be argued that participants could “cheat” by fixating

on the region of displayed target positions instead of the area of fixation. However, if they

had done so, they would be unable to correctly report the final presented number in the

fixation area while pointing because it would be very difficult to spatially individuate the

number without re-fixating on it (Intriligator & Cavanagh, 2001). Participants would be at a

considerable disadvantage if they employed other fixation “strategies” such as indicating the

digit first and then re-fixating to point at the displayed target because this would slow them

down considerably and would extend the duration of individual trials, thereby extending

the overall length of the experiment. Participants were observed to be highly competent

in completing trials and no participants were incapable of completing the experiment as

instructed. Having participants verbally indicate numbers while pointing did not appear to

interfere with the primary pointing task.
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Mouse Condition

In the block of mouse input trials, participants were provided with a Logitech optical Wheel

Mouse. The mouse was placed on a stable surface that could be adjusted to comfortably

accommodate participants of varying heights. Participants pointed at onscreen graphical

items by aiming a rendered mouse cursor (the standard upper-left mouse pointer used in

Microsoft Windows XP) at items and left-clicking them. During trials, the mouse cursor

did not move from the starting position until the final displayed target appeared.

Touchscreen Condition

In the block touchscreen input trials, participants directly pointed at onscreen graphical

items by touching them with their index fingers. At the start of a trial, participants phys-

ically pointed and held their index finger down on the starting position until the final

displayed item appeared. Participants pointed at the displayed item by lifting their fingers

from the start position and tapping the item with the same finger.

Training

All participants received a minimum of twenty practice trials prior to each block of ex-

perimental trials. These practice trials allowed participants to become familiar with the

different pointing mechanisms for mouse and touchscreen input. Practice trials consisted

of trials presented in the same manner as the experimental trials, but item sizes, item dis-

tances, and fixation location were randomized. Practice trials were presented until both

participant and researcher were satisfied with a participant’s ability to complete the task

properly.

6.3.4 Data Analysis

Consistent with the literature related to Fitts’s Law, least-squares linear regressions were

used to analyze movement time against calculated indices of difficulty across aggregate

pointing data from all participants. Separate linear regressions were conducted for each

combination of visual field (UVF or LVF) and input method (mouse or touchscreen). If there

is a general advantage toward movement for items presented in the LVF, such an advantage

should be observed as consistently smaller y-intercepts or slopes in the LVF regression
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models relative to the y-intercepts and slopes in the corresponding UVF regression models.

Trend analyses and curve estimation regressions were performed to find lines of best fit

for each of visual field and input method as a secondary analysis. Individual performance

differences were analyzed as a further exploratory measure by conducting a series of linear

regressions across the visual fields and input methods for each individual participant. Thus,

eight additional linear regressions were generated, one for each participant.

Pointing accuracy was quantitatively assessed using a root-mean-square error metric

identical to the one used in Experiment 1 (see Chapter 5). This metric was applied to par-

ticipant data and accuracy differences were analyzed using two-way ANOVAs with repeated

measures (ANOVA-RMs) against visual field and index of difficulty for each input method.

To characterize overall performance averaged across all combinations of item size and dis-

tance, group means between the visual fields and input methods were further analyzed with

paired-sample t-tests.

6.3.5 Movement Time Performance

Figure 6.4 presents linear regression plots for the derived indices of difficulty (ID) versus

movement time (MT). Consistent with the outlined experimental hypotheses, there are

systematic differences in movement time performance that can be attributed to variations

in whether pointing movements were made toward items initially perceived in the UVF or

LVF. The regression lines indicated by the plots show that participants were consistently

faster when items were presented in the LVF, even at very high indices of difficulty. The

plots also demonstrate that this difference can be found regardless of input method.

Both mouse and touchscreen input were found to be consistently faster in favour of

the LVF, though the effects were observed to be more pronounced with touchscreen input.

The resulting y-intercept values were consistently smaller for both mouse and touchscreen

regressions, but only touchscreen input was found to have a noticeably shallower slope. This

particular result also appears to be consistent with the outlined experimental predictions:

differences were observed in the way that the LVF advantage characterized itself across

mouse and touchscreen input.

For mouse input, the regressions for both the UVF and LVF were highly consistent with

the performance patterns predicted by Fitts’s Law. Both regressions yielded very high r2

values (r2 = .98 for the UVF and r2 = .99 for the LVF), which meant that the lines of best
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Figure 6.4: Linear regression plots for movement time (MT) against index of diffficulty
(ID), broken down by visual field and input method. The LVF demonstrates
a consistent advantage in all conditions, as shown by the more favourable LVF
regressions. The linear fit generated for the UVF has a poorer fit for touchscreen
pointing compared to all other regressions. A combined linear and quadratic
curve (the dashed curve in the plot) fits best for this particular condition.



6.3. Experiment 2: Item Selection in the UVF and LVF 95

fit correlated very well with the sampled pointing data from participants. For touchscreen

input, the LVF regression was also consistent with Fitts’s Law, yielding a similarly high

r2 value (r2 = .98). However, the UVF regression had a relatively poorer fit (r2 = .90).

This suggested that a non-linear regression might provide a better fit to the sampled data

and that Fitts’s Law may not necessarily be the best performance model when comparing

pointing performance across the visual fields.

A trend analysis across the visual fields and input methods provide statistical support

for this observation. In the case of the UVF and touchscreen pointing, a trend analysis for

polynomial contrasts indicated that a combined linear and quadratic fit would account for

a greater proportion of the variance (contrast p < .001; deviation p < .001) than a linear fit

could account for alone (linear η2 = .90; linear and quadratic η2 = .98). Contrasts of higher

order than a quadratic fit were not statistically significant (all p > .05 for higher order

contrasts in the UVF touchscreen condition) and only linear contrasts were statistically

significant for all of the other combinations of visual field and input method (p < .001 for

linear fits in all other conditions).

A subsequent curve estimation regression was performed to describe the polynomial

coefficients for the combined quadratic and linear fit for the UVF touchscreen condition.

This regression agreed with the trend analysis, indicating that a quadratic equation would

fit better than a linear regression equation (quadratic equation: MT = 737.99 + 26.06 ∗

ID2 − 36.83 ∗ ID; r2 = .98). The resulting curve fit for this equation is shown in Figure

6.4. Thus, these data seem to indicate that Fitts’s Law was obeyed with less fidelity under

touchscreen interaction in the UVF, especially at the highest index of difficulty. When

index of difficulty is broken down into target width (W) and target amplitude (A) and

evaluated independently, it appears the better fit of a quadratic curve is largely the result

of increased movement time during selection of targets with the smallest width of 8 pixels

(refer to Figure B.2 in Appendix B for these data).

6.3.6 Precision and Accuracy

Figure 6.5 is a line graph plotting index of difficulty (ID) against RMS index. Because

Fitts’s Law is a model of movement time and does not make any predictions about pointing

precision or accuracy, appropriate statistical techniques were applied to characterize point-

ing precision and accuracy across the visual fields and input methods. Nevertheless, one
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Figure 6.5: Line graph plots for pointing errors as measured by RMS index against index
of difficulty (ID), broken down by visual field and input method. The UVF is
represented by the solid line while the LVF is represented by the dotted line.
Similar to the regressions for movement time, the LVF shows consistently better
performance when compared against pointing to displayed items in the UVF.
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would expect that there would be a general trend toward greater pointing errors as item

size decreased and item distance increased (resulting in corresponding increases in the index

of difficulty). The results from participant data were similar to those seen when comparing

movement time performance across the UVF and LVF.

Pointing errors were consistently smaller when pointing to items perceived in the LVF.

The two-way ANOVA-RM against visual field and index of difficulty for each input method

indicated that there were statistically significant main effects for visual field [F (1, 21) =

15.294, p < .001 for mouse input, and F (1, 21) = 10.204, p = .004 for touchscreen input]

and index of difficulty [F (6, 126) = 2.667, p = .018 for mouse input, and F (6, 126) =

4.577, p < .001 for touchscreen input]. Higher-order interactions between visual field and

index of difficulty were not observed for either mouse or touchscreen input. Thus, these

results suggest that displayed items with higher indices of difficulty were more difficult

to acquire precisely. Moreover, the independent main effect of visual field indicates that

perceived location relative to fixation was also important. It was possible to alter pointing

precision by simply changing the visual field in which displayed items appeared.

6.3.7 Overall Performance Across Input Methods

Group means between the visual fields and input methods were analyzed with paired-sample

t-tests to characterize overall movement time differences. These tests were statistically sig-

nificant, indicating faster movement overall when participants pointed at displayed items

in the LVF [t(7) = 3.488, p = .010 for mouse input, and t(7) = 4.259, p = .004 for touch-

screen input]. Mouse pointing exhibited a mean movement time difference of 106 ms and

touchscreen pointing exhibited a larger mean movement time difference of 143 ms between

pointing in the UVF and LVF. These group mean differences were also observed with respect

to the RMS measure of pointing error. Paired-sample t-tests in this regard were also statis-

tically significant, indicating less error when participants pointed toward displayed items in

the LVF [mouse t(7) = 2.500, p = .041 and touch t(7) = 3.641, p = .008]. The magnitudes

of these differences were measured to be 3 pixels of radial error for mouse pointing and 2

pixels of radial error for touchscreen pointing between the UVF and LVF.

Figure 6.6 presents bar graphs showing overall performance across the visual fields,

broken down by input method. These bar graphs illustrate that the systematic performance

differences uncovered by the visual fields has a measurable influence on user performance,
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Figure 6.6: Bar graphs of overall movement time and pointing errors, broken down by visual
field and input method. These bar graphs demonstrate that the influence of
the visual field effects are apparent independent of the item size and distance,
further suggesting their importance in user interface design.
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independent of item size and item distance. These may suggest to interface designers and

other practitioners that the influence of the visual fields cannot necessarily be ignored, since

the cumulative impact of the visual field effects appears to be fairly substantial. In relative

terms, pointing to items that were initially perceived to be in the LVF was 11.5 percent faster

and approximately 29 percent more accurate than pointing to items initially perceived in

the UVF when using a mouse. Pointing was 16 percent faster and approximately 24 percent

more accurate when items were initially perceived in the LVF when pointing via touch.

6.3.8 Other Observations

The analysis of individual performance differences was consistent with the aggregate anal-

yses described in the previous sections. The linear regressions from all eight participants

yielded regression equations that were favourable to pointing performance in the LVF and

this was true regardless of mouse or touchscreen input. Even so, there was considerable

variation in the regression coefficients, although none were inconsistent with the outlined

experimental hypotheses. Three of the eight participants were individually observed to

have a trend toward non-linear increases in movement time in the UVF with touchscreen

interaction, which may further account for the non-linear fit observed earlier. Although it

might be easier to say that this particular finding is the result of statistical outliers, the

observation that it occurred in nearly half of the participants suggests that this may instead

be a symptom of characteristic individual differences between different participants.

Regardless of the specific quantitative differences, all eight participants agreed that they

felt it was easier to point toward items when they were presented in the lower half of what

they saw. Similar to the more qualitative findings from the previous experiment, none were

able to give an adequate reason for this advantage, though it is adequately described and

predicted by the representational theory. Moreover, several of the participants noted that

these differences were not things they had noticed before, consistent with the intuitive view

of a unified visual experience that is not necessarily shared by a representational approach

to vision and HCI.
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6.4 Discussion of Experiment 2

The experimental results clearly support a systematic manipulation of user performance

based on separate representations of visual space as described by the functional differences

in the UVF and LVF. The experimental hypothesis that displayed items are more efficiently

selected when they are perceived in the LVF could have substantial implications for user

interface design in existing and future systems. The non-linear fit observed in the UVF for

touchscreen input and the characteristic differences between mouse and touchscreen input

in the context of the visual fields also lend evidence to the experimental hypothesis that

there are implicit differences in the way that visual information is processed when directly

pointing versus indirectly pointing with a mouse. This further supports the claim that

a representational approach to HCI will become more important as the design of many

systems move toward more direct styles of interaction.

The continual shift toward ubiquitous and immersive computing environments makes

the separation of visual space for perception and action a relevant design factor in HCI. The

differences suggested by the present experiment on the UVF and LVF emphasize that the

combined influence of attentional focus, eye position, item placement, and relative location

can have a substantial impact on user performance. Further research into the UVF and

LVF and how the differences between the two can be exploited may be useful in identifying

design methods that implicitly reduce cognitive load in perceptually-complex user interface

situations.

Furthermore, the functional dichotomy between the UVF and LVF suggests that there

may be an important theoretical limit for direct visually-guided motor performance based on

the present results. Although more research is required in this area, it seems plausible that

more effort is required to interact when items are located in the extreme visual periphery,

especially when these items are perceived in the UVF. In immersive or other large-screen

environments, where graphical elements of particular importance may not be in the foveal

view, understanding the differences between the UVF and LVF may provide insight into

how graphical elements could be arranged to minimize the impact of unwanted effects.

In the future, a more thorough understanding of the differences between the UVF and

LVF could lead to interesting implications for new technology intended to support user

interaction. Future advances in eye-tracking technology might benefit from an understand-
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ing of the differences between the UVF and LVF. Adaptive eye-tracking might be used to

optimize the graphical rendering process for highly complex scenes in algorithmic strategies

for perceptually-based rendering. Likewise, the UVF and LVF could be combined with

predictive eye tracking and knowledge of gaze direction to dynamically optimize the layout

of an interface for specific activities. This might be useful for maintaining a consistent sense

of user flow, where interactions might conceivably be “pipelined” to improve performance.

In these kinds of interfaces, current interactions might be implicitly executed because of

their perceived location in the visual world while the user is already planning subsequent

interactions for the future.

6.4.1 Implications for User Interface Design

The results from the current experiment suggest a number of strategies and implications

for user interface design:

1. The most frequently selected and most important interactive elements should be located

in the lower half of the display.

Items that are located in the lower half of a display are more likely to be initially

perceived in the LVF by virtue of their position relative to the user. The experimental

results suggests that following this simple placement strategy could help to optimize

user performance by facilitating use of the LVF for interaction. Based on previous

work related to the UVF and LVF, this might be especially pertinent for interface

elements that demand greater attentional resolution where it is believed the LVF is

functionally specialized.

2. Physically direct interactions, such as touchscreen pointing, can be more efficient than

less direct interactions, such as mouse pointing.

The results from this experiment also provide further evidence for an advantage for

physically direct interactions relative to less direct forms of input. The UVF/LVF

literature in particular emphasizes that the visual fields have evolved to support phys-

ically direct input, as is found in interaction styles like touchscreen pointing, but not

necessarily for less direct input. Following this particular guideline could help optimize

user performance by facilitating use of this advantage. This is especially important

for situations where users may need to select individual items rapidly and repeatedly.
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3. It is worth considering a strategy of organizing an interface for perception in the UVF

and interaction in the LVF.

Though the current experiment did not explicitly test any functional advantages in

the UVF, the current results are consistent with other results from the UVF/LVF

literature. Based on what has been studied here and elsewhere, designers might be

able to take advantages of the differences between the visual fields to help develop an

optimal organization of perceptual and interactive elements in a user interface design.

As a hypothetical example, one could imagine an interface where all of the elements

requiring the greatest saliency (i.e. warning lights, critical error messages) would be

located in the upper half of a display while those requiring the greatest movement

efficiency (i.e. toolbars, frequently used lists) would be located in the lower half of a

display. This might be especially valuable when an interface is visually complex and

conceivably demands a great deal of users’ cognitive and attentional resources.
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Chapter 7

The Two-Visual Systems

Hypothesis 1

An important thread in the study of visual processing is the proposal that visual informa-

tion can be simultaneously represented in multiple ways. As aptly demonstrated by the

functional specialization of the UVF and LVF (Chapter 6), it is possible to show that there

are separate mental representations for visual perception and visually-guided motor action.

In the case of the UVF and LVF, it would appear that one way to determine whether a

visual task will be represented as perception or action is to identify where objects of inter-

est are perceived in the visual world of an individual. However, the existing evidence in

cognitive psychology suggests that this determination can be more than merely a function

of spatial location. Starting with neuroanatomical evidence in the late 1960s, and a variety

of experimental evidence in more recent years, a deeper model of differential processing of

visual information for perception and action has emerged.

In this chapter, we will investigate the idea that mental representations of visual space

are not only integral or separable, but that they also contain an important element of medi-

ation as well. “Mediation,” in this sense, specifically refers to how a decision is made during

visual processing: whether visual information should be treated as explicit perceptual in-

formation or as implicit information to enable appropriate physical movements. We will see

how mediation can ultimately affect user performance under certain circumstances. Con-

sistent with the empirical results presented in the previous chapter, the dichotomy between

mediated perception and action can yield systematic differences in a user’s comprehension

of visual space and subsequent user performance. Although this model occasionally goes by

1A version of this chapter has been accepted for publication. Po, B. A., Fisher, B. D., and Booth, K.
S. (2005). A two visual systems approach to understanding voice and gestural interaction. Virtual Reality.
In Press. A preliminary version of this experiment has also been published. Po, B. A., Fisher, B. D., and
Booth, K. S. (2003). Pointing and visual feedback for spatial interaction in large-screen display environments.
Proceedings of the 3rd International Symposium on Smart Graphics, pp. 22-38.
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Dorsal (Sensorimotor) Stream:

- Mediation of visually-guided motor actions (i.e. pointing, reaching, grasping)

- Egocentric (person-centered) representation of visual space

- Unaffected by perceptual biases (i.e. visual illusions)

Ventral (Cognitive) Stream:

- Identification of physical object properties (i.e.  shape, colour)

- Allocentric (world-relative) representation of visual space

- Affected by perceptual biases (i.e. visual illusions)

Figure 7.1: An illustration of the neuroanatomical division between the two-visual systems.
The ventral and dorsal streams encapsulate two separate mental representations
of visual space. The ventral stream (lower arrow) maintains the perceptual
representation of space, necessary for activities like object identification while
the dorsal stream (upper arrow) maintains the sensorimotor representation of
space, necessary for motor activities like pointing, reaching, and grasping.

various names, including the “two-streams” or “dual-systems” theory of vision, we will refer

to this model as the two-visual systems hypothesis, which refers to the postulated presence

of two distinct neuroanatomical systems for visual processing.

7.1 Background and Related Work

The central argument of the two-visual systems hypothesis revolves around the postulated

presence of two separate neuroanatomical systems, or streams, for processing visual in-

formation. From the perspective of a computational theory of mind, these two systems

correspond to the “hardware implementation” of two distinct mental representations. One

of these systems is known as the ventral stream of visual processing in the neuroscience

literature. It is believed to process visual information in a manner consistent with a per-

ceptual representation of visual space. The other system is known as the dorsal stream of

visual processing. It is believed to process visual information in a manner consistent with

an sensorimotor representation of visual space.
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Figure 7.1 outlines the neuroanatomical division between the two visual representa-

tions. The ventral stream maintains an allocentric, or “world-relative”, representation of

visually-perceived objects in the surrounding environment. The dorsal stream maintains

an egocentric, or “body-relative,” representation of these same objects. Consistent with

the evolutionary arguments outlined in the previous discussion of the UVF and LVF, the

neuroanatomical separation of visual processing into these two distinct streams is believed

to be the result of a biological need to use visual information to accomplish many different

kinds of tasks.

Evidence suggests that the ventral stream is primarily responsible for enabling an ex-

plicit, accessible comprehension of the visual world required for visual tasks such as object

identification and the parsing of complex visual scenes, which includes the perception of

physical object properties such as colour and shape. This has led proponents of the two-

visual systems hypothesis to suggest that an appropriate name for the ventral stream is

a “what” system of visual processing. Likewise, evidence suggests that the dorsal stream

is primarily responsible for enabling a rather implicit comprehension of the visual world

required for enabling visually-guided movements, especially for physical actions that take

place within peripersonal space (i.e. the visual space within reaching distance), such as

pointing, reaching, and grasping. Consequently, the dorsal stream is often characterized as

a “how” system of visual processing.

The definitions of the two, independent representations of visual space are so far the

same as those used to define the representations of perception and action tied to the UVF

and LVF of the previous chapter. However, unlike the functional differences observed across

the visual fields, the two-visual systems hypothesis emphasizes that these differences can

be the result of factors other than simply spatial location. Evidence in support of the

hypothesis comes primarily from anatomical brain studies of humans and other primates,

as well as controlled experimental work in cognitive psychology. Many of these studies

have attempted to separate those visual tasks that are driven by the ventral or perceptual

representation of visual space from those that are driven by the dorsal or sensorimotor

representation of visual space. It is this special aspect of visual mediation that is of interest

to HCI.

Although the egocentric representation provided by the dorsal stream is specialized

for visually-guided movement tasks, experimental evidence suggests that either the ventral



106 Chapter 7. The Two-Visual Systems Hypothesis

or dorsal stream can provide the information necessary to make skilled motor movements

(Bridgeman et al., 1997). One of the most recent reviews of the two-visual systems hy-

pothesis by Goodale and Milner (2004) suggests that the ventral stream encapsulates an

enduring representation of objects and their spatial relationships while the dorsal stream

encapsulates a moment-to-moment representation appropriate for rapid visual response.

The determination of what representation is most influential in configuring the final motor

response is dependent on a variety of factors, including response delay and the presence or

absence of particular visual cues.

Understanding the different kinds of visual characteristics that “trigger” one representa-

tion over another, some of which have already been identified in the psychological domain,

could be particularly valuable in the study of HCI as they might help practitioners under-

stand what kinds of user interaction are inherently driven by perceptual or sensorimotor

representations of visual space. In the sections that follow, we will investigate how existing

forms of user input can move from being driven by one representation to another by sim-

ply changing a single individual characteristic of a visual display. The interplay between

separate mental representations of visual space offers the opportunity to predict user perfor-

mance patterns in a way that might not otherwise be possible, including the characterization

of particular kinds of user errors that designers may wish to help users avoid.

7.1.1 Evidence from Neuroscience

The majority of the evidence supporting the two-visual systems hypothesis is derived from

studies of split-brain monkeys by Trevarthen (1968). The results of his experimentation led

him to believe that the perception of object location and object identity were subserved

by anatomically distinct brain mechanisms. He originally called these focal and ambient

systems, with the focal system referring to what is known here as the ventral stream while

the ambient system referring to what is known here as the dorsal stream. Trevarthen’s

terminology was replaced by less ambiguous terms in subsequent years because the terms

focal and ambient became better known to refer to foveal and peripheral vision respectively.

Schneider (1969) independently came to the same conclusions as Trevarthen through

work with brain-lesioned hamsters. Their collective work provided the basis for much of

the neuroscientific research on the neural mechanisms underlying perception and action for

the better part of the 1970s and 1980s. Subsequent research by Ungerleider and Mishkin
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(1982) brought into common usage the ventral and dorsal terminology, and they are credited

with originally defining these streams of visual processing as “what” and “where” streams,

respectively. Goodale and Milner (1992) reviewed evidence from case studies with brain

damaged patients as well as the results of other work to further characterize the ventral

and dorsal distinction as being instead “what” and “how” streams.

Perhaps some of the most convincing evidence in favour of the two-visual systems hy-

pothesis are the direct case studies with patients who exhibit symptoms of optic ataxia (a

severe deficit in making appropriate movements toward objects although patients have no

trouble in identifying or classifying them), visual agnosia (an inability to properly iden-

tify objects although patients have no difficulty in making movements toward them), and

blindsight (a severe visual disorder characterized by an inability to “see” while retaining

the ability to make appropriate movements). Jeannerod (1986), and Perenin and Vighetto

(1988) are credited with reporting some of the classic examples of optic ataxia. More recent

evidence by Pisella and Rosetti (2000) suggests that a disruption of online motor control

partially localized to the dorsal pathway of visual processing is responsible for optic ataxia,

consistent with a two-visual systems model of perception and action.

Visual agnosia is often reported in case studies of patients who have had brain damage

that is at least partially localized to the ventral stream of visual processing. Goodale and

Milner (1992) report on patient DF, who is arguably the most “famous” subject of all those

reported in case studies. Patient DF has been reported to be unable to recognize object

size, shape, or orientation, although her prehensile motor skill has apparently remained

unaffected. When instructed to pick up objects that she could not verbally identify, her

ability to pick up these objects has been observed to be approximately equal in performance

to those of a healthy individual. These remarkable results are similarly seen in patients

exhibiting blindsight. Reports by Weiskrantz (1986), Perenin and Rosetti (1996), and

Jackson (2000) have demonstrated that patients with blindsight can still reach out and

orient their eyes and hands toward supposedly “unseen” objects in the surrounding visual

world. All of these case studies strongly suggest that the neuroanatomical mechanisms

supporting perceptual tasks are at least partially distinct from those mechanisms supporting

visually-guided movement tasks, and that it is possible to identify differential performance

depending on the visual task itself.
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7.1.2 Evidence from Experimental Work

Concurrent with the research arising from the field of neuroscience, behavioural evidence

consistent with a two-visual systems model also arose in the field of cognitive psychology.

Numerous psychophysical experiments have been conducted since the late 1970s, further

demonstrating that it is possible to segregate visual space representations of perception

from visual space representations of action. These experiments are in some ways more

important to HCI than the evidence from neuroscience, because they demonstrate that

even healthy individuals are capable of differential visual task performance consistent with

the two-visual systems hypothesis, and that it is possible to devise situations where one can

systematically shift individuals from using one mental representation of space to another

simply by altering the fundamental characteristics of the task at hand.

One of the earliest two-visual systems experiments was a saccadic eye movement study

by Bridgeman, Hendry, and Stark (1975). They found that subjects could not reliably

report a change in target position if the change was timed to take place in the middle of

a visual saccade. Nevertheless, these subjects were always able to point at the positions of

these targets, regardless of whether they were able to verbally report a displacement. A

subsequent experiment by Bridgeman et al. (1979) demonstrated that the same tasks could

be “assigned” to either the ventral or dorsal visual processing streams, suggesting that a

distinction between the two systems could be observed by simply looking at the responses

that each system was postulated to provide.

These two experiments gave rise to a series of experiments exploring rapid “online” arm

movement and control. A possible confound in the earlier studies was the presence of a

visible hand, which could have affected the experimental outcome. Pelisson et al. (1986)

found that the results of earlier experiments could be replicated, even with the additional

constraint that subjects were unable to see their own hands. In a target displacement

experiment, they found that subjects were still capable of altering their movements to com-

pensate for verbally unreported shifts in target position. Furthermore, they found that

subjects consistently reported that they were unaware of making such movement changes.

These results have been influential in subsequent experiments involving the two-visual sys-

tems hypothesis.
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7.2 Visual Illusions

An important component of most of the experimental work related to the two-visual systems

hypothesis in cognitive psychology is the use of visual illusions, or apparent ambiguities in

the visual world, to separate the visual representations of perception and action. The evi-

dence from these psychological experiments suggests that the world-relative view provided

by the ventral stream is susceptible to difficulties when dealing with egocentric judgments

and that visual illusions can affect a person’s ability to make such judgments. This is often

used to explain why visual illusions only appear to affect ventral stream responses. Because

the dorsal stream is characteristically egocentric, it has no difficulty making such judgments.

This distinction in behaviour suggests that knowing what kinds of visual features influence

the ventral and dorsal representations of space could be helpful in predicting performance

differences in certain kinds of task scenarios, especially where a choice between perceptually-

based interactions like voice input and movement-based interactions like pointing must be

made.

Bridgeman, Kirch, and Sperling (1981) used the visual phenomenon of induced mo-

tion to extend earlier findings about saccadic eye movements. In this experiment, a large

structured background was continuously displaced during the visual presentation of a small

target. They discovered that motor responses toward the presented target were substan-

tially less affected by the apparent “movement” of the target than cognitive (i.e. verbal)

responses about the target. Their results were interpreted as showing that induced mo-

tion only affected conscious perception while real target displacement only affected motor

behaviour. Aglioti, DeSouza, and Goodale (1995) demonstrated that the size-contrast am-

biguities found with Ebbinghaus-Tischner circles were reliably reported by subjects when

asked for a verbal indication of size, but when subjects were then asked to reach for the

circles, their grip apertures remained constant and appeared to be largely determined by

the true sizes instead of the apparent sizes. Other studies, such as those by Haffenden and

Goodale (1998) and Gentilucci et al. (1996), report similar results with other kinds of visual

phenomena.
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7.2.1 The Induced Roelofs Effect

Several of the most recent experiments involving the two-visual systems hypothesis in cog-

nitive psychology have involved the use of a visual illusion known as the induced Roelofs

Effect, which has visual elements similar to the ones that are seen in many kinds of graph-

ical display settings, such as large screen graphical user interfaces and immersive virtual

environments. The “induced” Roelofs Effect is derived from a more general phenomenon

first identified by Roelofs (1935). It is perhaps best described as the systematic misper-

ception of target objects that are presented within the decontextualized visual field of an

individual. Instances of such an effect have been observed in various circumstances. In

particular, Mateef and Gourevich (1983) observed a tendency to perceive the locations of

flashing lights as being closer to the line of sight than their actual positions. Bridgeman,

Peery, and Anand (1997) have used the induced Roelofs Effect to study performance differ-

ences between ventral and dorsal stream responses. In their study, they found that certain

kinds of report, such as verbal response, were affected by the induced Roelofs Effect while

motor forms of report, such as distal pointing, remained unaffected.

The use of the word “induced” is meant to make a distinction between the evoked

illusions and the underlying principle behind their perceptual effects. Figure 7.2 illustrates

the perceptual effect of the induced Roelofs Effect used in experiments involving the two-

visual systems hypothesis. This particular illusion can be described as a systematic bias in

the perceived location of objects that have been presented within a surrounding rectangular

frame. When a rectangular frame is asymmetrically displaced by some offset distance to

the left or right of a viewer, a perceived bias in the location of the objects within the

rectangular frame occurs. When the frame is offset to the left, objects within the frame are

systematically perceived as being further to the right of the viewer than they really are.

Likewise, when the frame is offset to the right, objects within the frame are systematically

perceived as being further to the left than they really are. When the frame is centered,

there is no perceptual bias and the presented objects are consistently perceived in their

correct locations.

Understanding visual illusions like the induced Roelofs Effect may be important in

the context of user interface design. The rectangular frame of the illusion is similar to

bordering elements, such as virtual window frames or the physical walls of a large screen
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Figure 7.2: An illustration of the induced Roelofs Effect. When objects are surrounded by
an offset rectangular frame, they appear more to the left or right of center than
they really are. In the figure, solid circles represent actual target positions while
dashed circles represent perceived locations.
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display, which provide visual context in a graphical display. The objects within the frame

are likewise similar to the icons and interactive elements of a GUI-based application, such

as buttons, menu items, or other targets. In the experiment that follows, we will use the

induced Roelofs Effect to study the influence of asymmetric frames in an immersive large

screen environment and to understand how the addition or subtraction of certain kinds of

visual cues can systematically move individuals from the use of one representation of visual

space to another.

7.3 Hypotheses and Predictions

The “classic” predictions associated with the two-visual systems hypothesis suggest that

responses drawn from a perceptual representation of space are susceptible to the biases

of visual illusions while responses drawn from a motor representation of space are robust

against these effects. Because the induced Roelofs Effect has been used in previous experi-

ments of the two-visual systems, and because it contains basic visual elements closely related

to the ones seen in GUI-based systems, this visual illusion is central to the hypotheses and

predictions made here. Based on previous experimental evidence, the following hypotheses

have been postulated:

• Voice-based input is a form of interaction that draws upon a perceptual representation

of space and solely depends upon the ventral stream of visual processing because no

direct, physical movement of the limbs is required for the response. Thus, this kind

of interaction will be most susceptible to the perceptual ambiguities of the induced

Roelofs Effect.

• Pointing without visual feedback (i.e. without any visible graphical cursor) is a form

of interaction that draws upon a motor representation of space and solely depends

upon the dorsal stream of visual processing because a direct, physical movement

is required for response and there is no reliable way to make visual corrections to

initial pointing movements. Thus, this kind of interaction will be unaffected by the

perceptual ambiguities of the induced Roelofs Effect.

These two predictions are central to most of the experimental work on the two visual

systems in cognitive psychology. Demonstrating that this kind of dissociation exists allows
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researchers to infer the existence of two separate mental representations of visual space.

In this experiment, these two basic predictions were extended to study how the two-visual

systems hypothesis might extend to other kinds of user interaction. Two other experimental

hypotheses were formulated:

• Pointing with visual feedback (i.e. with a visible graphical visual cursor) engages the

ventral stream of visual processing, thereby making it at least somewhat dependent

upon a perceptual representation of visual space. The presence of visual feedback

means that participants will have an explicit visual awareness of their pointing move-

ments not seen when pointing without visual feedback. Thus, the presence of visual

feedback means that such “closed loop” interactions will be susceptible to the percep-

tual ambiguities of the induced Roelofs Effect.

• Pointing with lagged visual feedback (i.e. with a temporally-delayed graphical cursor)

could engage either the ventral or dorsal streams of visual processing, depending on

the interaction strategy employed by the user. Users who disregard the visual feedback

will effectively make the pointing interaction an “open loop” interaction, like pointing

without visual feedback while users who continue to depend on the visual feedback

effectively make the pointing interaction a “closed loop” interaction, like pointing

with visual feedback. Thus, the presence of lagged visual feedback could cause some

participants to be susceptible to the perceptual ambiguities of the induced Roelofs

Effect, while others might not be affected.

In the absence of a two-visual systems model of perception and action, these experi-

mental hypotheses might seem counterintuitive. They predict that voice-based interaction

will be more susceptible to perceptual errors than other kinds of physical interaction and

they predict that pointing performance will be poorer in some way with visual feedback

than when it is absent. Moreover, these hypotheses predict that a lag in displaying the

visual cursor might actually improve performance compared to a non-lagged visual cursor.

However, if the performance predictions made by the two-visual systems hypothesis hold in

a setting typical of large screen interaction, they challenge some of the most basic design

assumptions made when designing an interface. Most applications assume that reliable

feedback in the form of a visual cursor is necessary for pointing and emerging multimodal

techniques assume that voice-based input is not susceptible to errors induced by the pres-
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ence of graphical frames. Furthermore, it is almost universally assumed that the presence

of interactive lag is always detrimental to user performance.

7.4 Experiment 3: Visual Feedback on Large Screens

A controlled experiment taking place in a large screen, immersive environment was designed

to test the outline experimental hypotheses. A simple target acquisition task was designed,

where vocal localization and spatial pointing were equally feasible methods of interaction.

In this experiment, participants were instructed to complete four blocks of trials requiring

them to select presented targets from fixed positions. Each block of trials used a different

mode of input for target selection. One block used voice-based input and three blocks used

pointing under varying levels of visual feedback.

The experiment employed a within-subjects experimental design. Each participant at-

tended a single, individual session lasting approximately one hour where all four blocks of

trials were completed. Each block could be considered a distinct experimental condition,

characterized by the use of a specific kind of interaction. Every block consisted of 48 trials,

and every participant completed a total of 4 blocks × 48 trials = 192 trials. Order of block

presentation was fully counterbalanced such that each participant had a unique presentation

order. Figure 7.3 illustrates the progression of a typical trial in this experiment.

The four experimental blocks or conditions were identified and characterized as follows:

1. Voice-based input. An effectively continuous voice protocol was used for target selec-

tion. No physical pointing interactions occurred in this experimental condition.

The three remaining conditions used a continuous, spatial pointing interaction for target

selection. A handheld pointer (a Polhemus Fastrak simulating a ray-casting pointer, as in

Experiment 1 of Chapter 5) was used. These conditions differed from one another by the

kind of visual feedback provided for pointing during trials.

2. Pointing without visual feedback. No tracking cursor was visible during this experi-

mental condition, meaning that participants were effectively “blind” to their pointing

movements during this block of trials.

3. Pointing with visual feedback. A tracking cursor was visible during trial pointing. The
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Display for 1 sec.

Indicate target position

(i.e. pointing with visual feedback)

Target and frame vanish

Figure 7.3: An illustration of a typical trial in this experiment. At the beginning of each
trial, a red target would appear in a horizontal position, eight degrees of visual
angle across the midline of a participant, surrounded by a green rectangular
frame that was either centered on the participant, or offset to the left or right
by four degrees of visual angle. After one second, the target and frame van-
ished, and participants were instructed to indicate the position of the previously
presented target. The method of response varied by trial block.
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cursor was a graphical crosshair similar to the kind of visual feedback often used in

interactive desktop and virtual reality-style environments.

4. Pointing with lagged visual feedback. The tracking cursor used in the previous pointing

with visual feedback condition was temporally-delayed during pointing. A one-half

second lag was added to the cursor to simulate apparent latency. The intention of this

condition was to identify the potential influence of lag on the perceptual and motor

representations of space rather than to simulate the response lag typically seen during

user interaction.

Consistent with the previous experiments described in previous chapters, the visual

stimuli used in these experiments are generally more basic than those that would be found

in “real-world” settings. Nevertheless, the choice of these stimuli was intentional because

control over the visual characteristics of the display was necessary in a way that could

not practically be achieved with a standard window-based GUI. Despite their basic nature,

these stimuli conferred other benefits over more visually complex graphical displays. First,

the simpler visual stimuli removed many of the possible confounding display factors that

could be used to explain the performance differences between the four interaction tech-

niques. Second, the use of this kind of display permitted the employment of a task that

was representative of an entire class of user interaction. Third, using such a visual display

offered an opportunity to understand how even the most basic visual elements can impact

user performance.

7.4.1 Participants

Twenty-four participants took part in this experiment. Sixteen were male and eight were

female. Their ages ranged from 18 to 31 years. All of the participants identified themselves

as right-handed and as having normal or corrected-to-normal vision via self-report.

7.4.2 Apparatus

Figure 7.4 presents a photograph of the large screen display setting used in this study. Even

though the display was a three-screen, wide-angle projection surface, only the center surface

was used in this experiment. The active display was forward-projected and it had physical

dimensions of 275 cm by 215 cm. Participants were seated at a distance of 250 cm to avoid
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Figure 7.4: A photograph of the large screen display environment used in this experiment.
Participants were centered and seated before a three-screen, wide-angle display.
Only the center display was used in this study. Pointing interaction was imple-
mented with a Polhemus Fastrak and an attached stylus. Arms and hands were
kept beneath a large wooden table at all times. During sessions, all ambient
light was extinguished and a researcher was always present.

projector occlusion effects. With the exception of illumination from the projector, all other

remaining light sources were extinguished. During the experiment, a researcher was always

present to facilitate session progression. A PC workstation (Pentium 3, 800 MHz desktop

with an nVidia GeForce 3 card and 1 GB of RAM) and custom software written in Java

1.3 were used to render trials and record quantitative data. The projector display had an

effective resolution of 1024 by 768 pixels.

A large, wooden table was constructed and positioned directly in front of participants to

obscure viewing of their hands and arms during the experiment. The table had dimensions

of 120 cm by 95 cm by 80 cm (width, depth, and height respectively). These table dimen-

sions ensured that the participants would have enough space to make free distal pointing

movements without obscuring their ability to see the display. This particular requirement

of keeping their hands beneath the table throughout the experiment was intended to strictly

control their perception of visual information to only that provided by the display although

participants still retained access to proprioceptive information about their physical point-

ing movements. This requirement is consistent with previous experiments involving the



118 Chapter 7. The Two-Visual Systems Hypothesis

two-visual systems in cognitive psychology (Pelisson et al., 1986).

A Polhemus Fastrak was used to implement pointing in this experiment. Prior to each

session, the Fastrak was calibrated and registered via the experiment software. All sources of

metallic interference were kept away from the transmitter and sensors. A Fastrak freehand

pointer (the same as used in Experiment 1) was held in the right hand of participants while

a standard push-button mouse was held in the left hand of participants. The two-handed

pointer and mouse setup was used to allow participants to point at the display with one hand

while pressing a mouse button in their other hand to confirm their final pointing position.

As in Experiment 1, this was used to enable the cleaner collection of experimental data

than might be achieved through one-handed input or other alternatives, such as pointing

and dwelling at an intended target. With only the attached pointer, the Polhemus Fastrak

maintained an effective update rate of 120 Hz.

7.4.3 Procedure

Experimental trials consisted of a one-second presentation of a single, red circular target

surrounded by a green rectangular frame on a black background (see Figures 7.2 and 7.3 for

illustrations). The circular targets were one degree of visual angle in diameter and could

appear anywhere along an eight-degree horizontal continuum centered on the participant

(four degrees to the left, and four degrees to the right). The presented target position for a

given trial was randomly selected from a uniform distribution such that no particular portion

of the eight-degree continuum had more presentations than any other. The rectangular

frames were 21.0 degrees in width by 9.0 degrees in height, with a line thickness of one

degree. For any given trial, a presented rectangular frame was either centered on the screen

relative to a participant’s midline, or it was offset to the left or right of center by 4.0 degrees.

After one second, the target and frame vanished, leaving only the black background.

Participants were instructed to respond immediately after the target and frame vanished

by indicating the position of the now-extinguished target using the input method specified

by the block of trials they were completing. This “extinguish and point” design was used to

enable a controlled assessment of performance across all of the tested methods of interaction.

For example, if the target remained present on the display, the pointing without visual

feedback condition could not be fairly compared to the other interaction conditions and we

would not be able to characterize any measured performance differences across perceptual
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and motor representations of visual space with any certainty.

These trial parameters resulted in sixteen repetitions for each of the three frame po-

sitions, yielding the total of 48 trials per experimental block. Trial randomization was

performed in a way such that no two consecutive trials in a condition had the same target

position and frame position.

Voice Input Condition

In the voice-based input condition, participants specified their judged position of presented

targets on a nine-point scale. Voice “input” was simulated using a Wizard-of-Oz technique:

participants called out their responses and the researcher who was present manually entered

in the participant responses. The verbal indication “one” meant a judgment that was

furthest to the left and the verbal indication “nine” meant a judgment that was furthest to

the right. Participants were told to use whole numbers in their responses and that fractional

values would not be accepted, even though targets could be at non-integral positions.

Pointing Conditions

Pointing interactions were accomplished with the Polhemus Fastrak, attached pointer and

push-button mouse. Responses were made by aiming the pointer with their right hand at the

display like a laser pointer. Once participants were satisfied with where they were aiming,

they pressed a button on the mouse held in their left hand to indicate target selection.

Training

Participants were provided with instructions at the beginning of the session and prior to the

start of each experimental condition. Each block of 48 trials was preceded by a minimum

of ten practice trials where participants were provided with a chance to familiarize them-

selves with the response protocol for that particular block of trials. Practice trials were

presented in the same manner as actual experimental trials, except that the rectangular

frame remained fixed in a centered position. This was meant to prevent participants from

gaining any additional “experience” or exposure to the induced Roelofs Effect before each

condition.
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7.4.4 Data Analysis

To test the theoretical predictions outlined earlier, the experiment employed here made it

relatively straightforward to conduct a quantitative analysis of participant performance.

Determining whether a particular experimental hypothesis demonstrated evidence of va-

lidity could be rephrased as simply asking whether a given method of input exhibited the

presence or absence of the induced Roelofs Effect in participants. Because it was predicted

that voice-based input and pointing with visual feedback were primarily influenced by the

ventral representation of visual space, participants were expected to be more “susceptible”

to the perceptual bias of the induced Roelofs Effect. Similarly, because pointing without

visual feedback and pointing with lagged visual feedback were predicted to be more influ-

enced by the dorsal representation of visual space, participants were expected to be less

“susceptible” to the induced Roelofs Effect.

Participant responses in each of the four conditions were defined as the horizontal (x -

coordinate) offset to the left or right of center, measured in degrees of visual angle. A

global one-way ANOVA was performed on each of the four interaction conditions to ana-

lyze responses to manipulations of frame position across all subjects. If the induced Roelofs

Effect were present with the responses provided by a given interaction technique, this would

show up as a statistically significant main effect of frame position. This analysis was com-

plimented by individual one-way ANOVAs for each subject in each of the four interaction

conditions, consistent with previous experiments involving the two-visual systems hypoth-

esis in cognitive psychology and other techniques for measuring performance differences

in psychophysical experiments (Bridgeman et al., 1981, 1997; Vicente & Torenvliet, 2000).

This second analysis was specifically performed to characterize the prevalence of the induced

Roelofs Effect in each of the four experimental conditions. Based on the experimental hy-

potheses, one would expect more participants to be affected by the induced Roelofs Effect

in a statistically significant manner when responding with voice-based input and pointing

with visual feedback.

Table 7.1 and Figure 7.5 present a summary of the results collected in this experiment.

The table presents the results of each participant across all four types of tested interaction.

The cells marked in bold indicate that a participant had a statistically significant main effect

of frame position with a given interaction technique as assessed by the one-way ANOVA (i.e.
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Participant Voice-Based Input Pointing w/ Feedback Pointing w/ Lagged Feedback Pointing w/o Feedback

1  YES (p < .001) YES (p < .001)  NO (p = .951)    NO (p = .707)

2  YES (p < .001) NO (p = .484)   NO (p = .843)    NO (p = .985)

3  YES (p < .001) YES (p < .001)  NO (p = .952)    NO (p = .975)

4  YES (p < .001) NO (p = .955)   NO (p = .697)    NO (p = .950)

5  NO (p = .765)  NO (p = .636)   NO (p = .988)    NO (p = .968)

6  YES (p < .001) YES (p < .034)  NO (p = .752)    NO (p = .572)

7  NO (p = .537)  NO (p = .093)   NO (p = .939)    NO (p = .800)

8  YES (p < .001) NO (p = .789)   NO (p = .846)    NO (p = .963)

9  YES (p < .001) YES (p = .012)  NO (p = .358)    NO (p = .933)

10  YES (p < .001) YES (p = .027)  NO (p = .834)    NO (p = .428)

11  NO (p = .285)  YES (p = .006)  NO (p = .675)    NO (p = .932)

12  NO (p = .899)  NO (p = .856)   NO (p = .940)    NO (p = .964)

13  YES (p = .049) YES (p = .043)  NO (p = .971)    NO (p = .954)

14  NO (p = .646)  NO (p = .539)   NO (p = .914)    NO (p = .804)

15  YES (p < .001) YES (p = .036)  NO (p = .642)    NO (p = .905)

16  YES (p = .010) YES (p = .018)  NO (p = .993)    NO (p = .819)

17  YES (p < .001) NO (p = .792)   NO (p = .867)    NO (p = .999)

18  NO (p = .171)  NO (p = .978)   NO (p = .824)    NO (p = .790)

19  YES (p < .001) YES (p = .015)  NO (p = .791)    NO (p = .942)

20  NO (p = .318)  NO (p = .177)   NO (p = .179)    NO (p = .832)

21  YES (p < .001) YES (p = .042)  NO (p = .995)    NO (p = .998)

22  YES (p < .001) YES (p = .004)  NO (p = .946)    NO (p = .978)

23  YES (p < .001) YES (p = .038)  NO (p = .794)    NO (p = .531)

24  NO (p = .326)  YES (p = .013)  NO (p = .346)    NO (p = ..817)

Total  16   14    0     0
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Figure 7.5: A marginal means plot measuring the induced Roelofs Effect across the different
interaction types and varying frame positions in this experiment. Effect size
indicates the degree to which participant responses deviated from actual target
positions. “Negative” effect sizes indicate deviations to the left while “positive”
effect sizes indicate deviations to the right, measured in degrees of visual angle.
The steep slopes associated with (1) voice-based input and (3) pointing with
visual feedback indicate these interaction types were highly susceptible to the
induced Roelofs Effect. The corresponding horizontal slopes associated with (2)
pointing without visual feedback and (4) pointing with lagged visual feedback
demonstrate that these interaction types were substantially less affected by the
visual illusion.

they exhibited evidence of an induced Roelofs Effect). The figure presents a marginal means

plot of aggregate participant performance as assessed by the one-way ANOVA. The steeper

slopes associated with the voice-based input and pointing with visual feedback conditions

characterize a systematic bias in participant response associated with frame position, as

would be expected in the presence of an induced Roelofs Effect.

7.4.5 Performance with Voice Input

Consistent with the experimental hypotheses, voice-based input was found to have the

highest degree of overall susceptibility to the induced Roelofs Effect. Based on the aggregate

analysis, a statistically significant main effect of frame position was found overall for voice-
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based responses [F (2, 766) = 252.85, p < .001]. This concurred with the individual analyses,

which found that sixteen of the twenty-four participants had significant main effects of

frame position [F (2, 30) > 3.35, p < .049]. The size of the bias is consistent with previous

experiments of the two-visual systems hypothesis, which found that the response bias was

approximately 1.5 degrees of visual angle.

7.4.6 Pointing with Visual Feedback

Pointing with visual feedback was found to be the input method with the second-highest de-

gree of overall susceptibility to the induced Roelofs Effect. The aggregate one-way ANOVA

found a significant main effect of frame position [F (2, 766) = 27.91, p < .01]. The individual

analyses found that fourteen of the twenty-four participants had significant main effects of

frame position [F (2, 30) > 3.80, p < .034]. The size of the response bias was found to be

somewhat greater when the frame was offset to the right (2.0 degrees to the right) than

when the frame was offset to the left (1.5 degrees to the left), although the overall response

bias remains consistent with the induced Roelofs Effect.

7.4.7 Pointing with Lagged Visual Feedback

Pointing with lagged visual feedback appeared to have substantially less susceptibility to

the induced Roelofs Effect. Consistent with the experimental hypotheses, no evidence

for the presence of the visual illusion was found. The aggregate analysis found no over-

all statistically significant main effect of frame position for pointing with a lagged cursor

[F (2, 766) = 2.26, p = .105]. This was also consistent with the individual analyses, where

none of the participants were observed to have significant main effects of frame position

individually [F (2, 30) < 1.82, p > .180]. Overall response bias was measured to be less than

0.25 degrees of visual angle, which could be conceivably attributed to the errors implicit in

making pointing movements.

7.4.8 Pointing without Visual Feedback

Pointing without visual feedback demonstrated results almost identical to those found in

pointing with lagged visual feedback. No evidence for the presence of the induced Roelofs

Effect was found. The aggregate one-way ANOVA found no overall significant main effect

of frame position when pointing without any visible cursor [F (2, 766) = 1.29, p = .277].
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Furthermore, none of the participants were observed to have individually significant main

effects of frame position [F (2, 30) < 0.88, p > .425]. The size of the response bias was less

than 0.25 degrees of visual angle, as was also observed when pointing with lagged visual

feedback.

7.5 Discussion of Experiment 3

The results derived from this experiment provide evidence in support of the outlined exper-

imental hypotheses. Voice-based input and pointing with visual feedback appear to exhibit

performance characteristics consistent with responses that draw upon a ventral (percep-

tual) representation of visual space. Pointing without visual feedback and pointing with

lagged visual feedback appear to have been relatively immune to the effects of the induced

Roelofs Effect, suggesting that these two methods of interaction may be more likely to draw

upon a dorsal (motor) representation of visual space. These results collectively suggest that

visual illusions like the induced Roelofs Effect could affect user performance in more prac-

tical situations, especially where large screens and multimodal input play a role in user

interaction.

Compared to other experiments involving the two-visual systems hypothesis, the results

remain fairly consistent. In other experiments, such as those conducted by Bridgeman,

Peery, and Anand (1997), it was found that some participants did not appear to be affected

by the perceptual biases of visual illusions regardless of response method and the same

result was found in this experiment (only sixteen of the twenty-four participants exhibited

an induced Roelofs Effect with voice-based input). A possible explanation for this, as

in these earlier studies, is that some individuals are more inclined to draw from a dorsal

(motor) representation of space, even for certain kinds of perceptual identification tasks.

This result could therefore be the result of characteristic individual differences between the

participants who volunteered in this experiment.

This experiment has demonstrated that there are many assumptions usually made about

the kinds of elements that should be present in user interaction, and that some of these

assumptions might not always hold true. In particular, the presence of systematic response

errors when pointing with visual feedback versus pointing without a visible cursor suggest

that it may be possible to devise methods of input robust against perceptual ambiguities like
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visual illusions in large screen display settings. Although techniques like pointing without

visual feedback may currently suffer from problems such as increased variation in user

performance, it is conceivable that it may one day be possible to characterize such variation

as a function of the individual as a means of compensating for pointing error. The ability

to reliably point without visual feedback would be valuable in many circumstances where

visual cursors are deemed “necessary,” including synchronous, collaborative applications

where the presence of multiple cursor representations might be distracting or might depend

on increased effort on the part of users.

The question of what visual elements flag the mental representation of a visual task

as either perceptual or motor is partially addressed in the current experiment, with its

emphasis on the presence or absence of visual feedback for pointing. Other experiments in

the future could look at various other visual elements on a graphical display, including the

perceptual biases that might be associated with other kinds of framing elements like lines,

scales, and shadows (in 3D environments). Although these might not seem particularly

important in desktop environments, the relative lack of physical or graphical context cues

with large screen configurations could mean that these kinds of graphical elements might

take on stronger, and perhaps unanticipated, roles in these settings.

7.5.1 Implications for User Interface Design

Although the experimental work presented here may appear to be inherently theoretical,

the results suggest that the mediation of visual information as described by the two-visual

systems hypothesis has value in the study of HCI. The following are some of the more

practical lessons to be learned from this investigation:

• The relationship between visual perception and motor action could be important to

the study of HCI. There is increased interest in large screen display environments

and the emergence of multimodal interaction techniques. Unlike desktop settings,

where there are numerous kinds of perceptual framing cues like the physical edges of

a monitor, large screen displays are more immersive in the sense that the only kinds of

contextual cues presented to users may be those provided by the graphical interface.

This could lead to an increased chance that perceptually ambiguous effects like visual

illusions might have an impact on user performance. This further suggests that the
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way in which visual elements are deployed for smaller screens may not necessarily

scale upward to larger screens with the same kind of perceptual tolerances.

• Perceptual judgments are not necessarily the same as motor judgments. The ability

to judge object sizes and spatial locations is one that has been important to the

evolutionary development of human beings as a species, and it remains one that is

important for a wide variety of computer-related tasks such as computer-aided design

(CAD) and design reviews in engineering. For systems that contain time- or safety-

critical elements, it is possible to guard against perceptual biases by using motor

interactions and visual characteristics that are more likely to draw upon the dorsal

(motor) representation of visual space over the ventral (perceptual) representation of

visual space.

• Voice interaction is more reliant on perception than is gestural interaction. This point

follows as a consequence of the previous point. The predictions arising from the two-

visual systems hypothesis suggest that effective voice input will require designers to be

more careful about avoiding perceptual ambiguities in the visual structure of display

information. These might range from basic visual characteristics such as colour or

texture, but might also include elements such as spatial relationships between visual

objects. Including visual elements that encourage motor behaviour might be valuable

where motor behaviour is likely to reduce effort on the part of users or might help

users avoid predicted, unintentional errors of execution.

• Even basic graphical elements can have an impact on visually-guided interactions.

This experiment has demonstrated how even simple graphical elements like rendered

frames and visual cursors can bias user performance. Thus, seemingly “obvious”

design choices like the inclusion of a tracking cursor or the presence of contextual

asymmetry should be carefully assessed in certain scenarios. The two-visual systems

hypothesis indicates that the mechanisms enabling visually-guided interactions are

not especially intuitive because visual processing occurs at an unconscious level. This

could be especially important when graphical elements are placed in the context of

a much more complex display and cognitive resources are particularly limited. The

results of this experiment suggest that the minimization of visual information could

be used to learn how to make interaction less demanding for users.
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Chapter 8

Discussion and Applications

The previous three chapters have presented three different experiments motivated by the

integration (S-R compatibility), separation (the functional specialization of the UVF and

LVF), and mediation (the two-visual systems hypothesis) of visual information. These ex-

periments have demonstrated how a representational approach to studying HCI could be

valuable in identifying systematic variations in user performance that are not explained by

existing theoretical frameworks. The implications for user interface design derived from the

results of these three experiments in the previous chapters demonstrate how a represen-

tational approach to HCI might translate into valuable lessons for practitioners who may

be less concerned with their theoretical implications, but may be more interested in the

practical impact. This chapter expands upon the implications discussed earlier by further

arguing how and why a representational approach to HCI can be valuable for the design

and evaluation of interactive systems.

8.1 Theoretical Frameworks in HCI

Perhaps the most valuable way in which a representational approach can be beneficial to the

study of HCI lies in the way it affects the role of psychology in the discipline. Historically,

HCI has been an area of study that is motivated by the techniques, tools, and knowledge

available in the psychological disciplines. Psychology and related fields, such as kinesiology,

have provided a number of theoretical frameworks such as Fitts’s Law and GOMS, which

have proven useful in the design and evaluation of interactive systems. The relationship

between psychology and HCI has become somewhat tenuous in more recent years, as newer

technology that does not have counterparts in traditional work or play settings has become

available. There is a great demand for new applications that make use of these new kinds of

interactive tools, but seemingly less knowledge to draw upon in the literature. This is not

to suggest that psychology no longer has a role in HCI, but perhaps that the relationship
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between the study of human behaviour and HCI has become less evident in recent years.

With the volume of literature related to controlled, experimental evaluations of user

performance available jointly in the areas of HCI, ergonomics, and experimental psychol-

ogy, it could be argued that HCI may benefit more from an emphasis on the development

of practical designs and methodologies rather than a continued focus on theoretical results.

The results derived from the representational themes examined here should nevertheless

demonstrate that there continue to be very good reasons to continue these kinds of more

basic, theoretical work in the study of HCI. Because existing approaches to evaluation in

HCI would not have directly predicted the user performance variations already well-known

in cognitive psychology, there are likely many other as-yet unexplored instances where user

performance could be systematically manipulated by altering one, or a few, basic character-

istics of an interface as a consequence of the way that users process their interactions with

a computing system. Identifying these characteristics and understanding the ways in which

they can be manipulated to achieve intended user performance is becoming more valuable

as user interfaces continue to grow increasingly complex. Such an understanding will only

become more valuable in the future because increased complexity in the interface leads to

increased demand for attentional resources, indicating that there is a need to develop alter-

native ways in which users can be informed about the state of a system without incurring

additional cognitive load.

Thus, a representational approach to HCI could serve as the foundation for a new thread

of evaluative research, tightly coupled to the psychological basis from which HCI initially

arose, but with a “modern” emphasis on currently relevant tools, techniques, and applica-

tions. The emphasis on mental representations here is also congruent with the advances

in cognitive psychology since the early Model Human Processor work of Card, Moran, and

Newell (1983). In their experimental work, the importance of mental representations had

yet to achieve the impact that it currently has on the study of human behaviour. The

emphasis on mental representations of perception and action discussed in this dissertation

is largely motivated by interpretations of psychological evidence that have only arisen in re-

cent years. Since mental representations have been, and will continue to be, fruitful ground

for psychological research, it seems only fitting that HCI might do well to start exploring a

shift from a purely descriptive approach to understanding user performance to one that also

explains the factors that drive user performance. At the very least, a theoretical framework
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based on mental representations can predict the conditions under which certain behavioural

phenomena may or may not affect user performance, and therefore when they should be a

concern for interface designers.

The results derived from the three experiments presented here may also serve as ev-

idence that there are many concrete application areas for representational theories from

cognitive psychology. Even theories that have an established history in HCI, such as S-R

compatibility, could continue to provide “new” insight into problems arising from existing

and future kinds of interactive techniques and technology. The experiment comparing cur-

sor orientations (Chapter 5) presented here is but one example of an issue that has long gone

unstudied in HCI, and yet reveals results that are “surprising” in the absence of psychologi-

cal theory. The UVF and LVF (Chapter 6) and the two-visual systems hypothesis (Chapter

7) have looked at basic issues in user interface design, including spatial organization and

the presence of visual cursors respectively. These two particular threads of representational

study could be valuable in the context of ubiquitous computing and multimodal interac-

tion, where new technology is being deployed at a rapid pace, but there remain many open

questions about how useful, seamless interaction can actually be achieved in practice.

8.2 Developing New Interaction Techniques

A representational approach to HCI need not only be important from the perspective of

experimental evaluation. It is conceivable that the representational theories presented here,

and the many aspects of mental representations that have not been explored in this disser-

tation, could be helpful in inspiring new kinds of interaction techniques in a wide variety

of settings. For example, Rensink (2002b) has suggested that new techniques based on the

representational aspects of attentional coercion and non-attentional pickup could be used

to control the behavioural systems that allocate visual attention, preventing costly mistakes

from being made and creating an interactive work environment that minimizes disruption

in the workflow of users.

Each of the three representational experiments leave open questions about how the

derived experimental results might be exploited as new methods for user interaction. In

the study of cursor orientations and S-R compatibility, it was suggested that a real-time,

dynamic pointing cursor could theoretically improve pointing performance by maintaining
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S-R compatibility, regardless of movement direction. In the study of mouse and touchscreen

pointing in the UVF and LVF, it was suggested that dynamically changing the spatial layout

of an interface to continually keep the most relevant interactive elements in the LVF might

theoretically improve user motor performance. In the study of pointing, visual feedback,

and the two-visual systems, it was suggested that the presence or absence of visual cursors

could be exploited to make interaction in busy, collaborative computing applications less

demanding on the part of users.

Designer experience would probably suggest that the purely theoretical performance

gains suggested by the results of the three experiments presented here are impossible to at-

tain by simply implementing these suggested schemes. This is not because the experimental

inferences drawn are incorrect, but simply because the effective performance gains achieved

by putting these design suggestions into practice would undoubtedly be mediated by fac-

tors untested in the current experiments, including the visual context of the user interface,

other perceptual considerations like attentional focus, and the end goal of the user inter-

action. Nevertheless, these design ideas could form the conceptual basis for arguably more

“practical” interaction solutions based on the specific application issue being addressed.

One particularly interesting avenue of future design work related to the representational

theories presented here involves the concept of individual variability, which has been touched

upon in the data analysis of the three presented experiments. In HCI, there remains a

tendency to develop interfaces for aggregate performance while ignoring the fact that no

single user will ever precisely conform to an aggregate model. This is in contrast to much

of the research that is done in cognitive psychology, and increasingly in HCI-related fields

such as ergonomics, where individual differences are rapidly becoming a topic of substantial

interest. Representational theories may be of particular interest to designers of adaptable or

adaptive user interfaces because these theories are now starting to incorporate explanations

for why these kinds of differences occur and how these differences manifest themselves in the

“outside” world. The individual variability seen in experiments such as those by Bridgeman,

Peery, and Anand (1997) in the context of the two-visual systems hypothesis provide a

good example of this trend (see Section 7.5 for more discussion). Thus, an investigation of

representational theories for individual variability among users might be helpful in coming

up with concrete ideas about the ways in which an interface could be customized to support

individual users.
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At the greatest extreme, the psychophysical techniques employed to study the repre-

sentational theories may eventually give way to a “personal equation” of users akin to the

concept of adjusting for individual variability to account for systematic errors of observa-

tion in astronomy. The term “personal equation” can be attributed to Bessel in 1822, with

subsequent work by Wolf (1865). They found that different astronomers made some kinds

of observational measurements consistently differently. Wolf showed that the characteristic

variance between measurements could be minimized by generating a unique equation for

each individual, thereby improving the consistency, precision, and overall accuracy of the

measurements. In HCI, a personal equation of interaction with very similar benefits may

be possible in the future. The goals for research into such an equation would include the

identification of major parameters involved in user interaction and what the appropriate

measurements would be for particular individuals.

With the appropriate technology, such a personal equation might be able to address

“larger” individual differences when working with a visually-complex user interface, such

as colour blindness or binocular (depth) acuity, and less evident issues involving individ-

ual variability, such as pointing accuracy. These are aspects of interface design that are

becoming increasingly important as the development of “natural” or “seamless” interac-

tion becomes a focal point for HCI research. This may also be of interest in collaborative

situations where it is important for everyone to “see” the same thing, although different

participants may have different system configurations, as is the case when some users may

be working in a large-screen environment, and others may be remotely working from a

laptop or smaller, portable displays.

8.3 Ubiquity, Immersion, and Presence

A problem of some widespread interest in HCI is understanding the value of large screen

displays and devising objective measures of “immersion” or presence. Czerwinski et al.

(2003) point out that despite the numerous qualitative claims about the benefits of immer-

sive display technology, few empirical investigations in the literature demonstrate real or

perceived productivity benefits from using multiple displays or large displays. Although

there exist standardized tests to quantify certain aspects of immersion, these generally rely

on the subjective impressions of those taking these tests and they fail to address the role of
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non-conscious processing in determining user behaviour in immersive settings, even though

such processing may be very important. Because large screen and immersive environments

will continue to be critical in many kinds of interactive scenarios, it has become important

to objectively characterize the situations in which immersion or presence might be valuable,

and to identify the visual characteristics of a display setting that “increase” a user’s sense

of immersion or presence.

These are also issues that are important in the realm of ubiquitous computing, as the

distinction between physical and virtual (i.e. computer-generated) objects begins to merge.

Multimodal interaction and the interest in tangible user interfaces has led to the rapid de-

velopment of new technology, software toolkits, and many promising ideas about the way

that users might interact with computers in the future. However, there remains very few

reliable methods for evaluating the impact or performance effects of such technology. Many

evaluations reported in the HCI literature revolve around the same kind of dependent mea-

sures used in the three experiments of this dissertation. However, many lack a substantial

theoretical grounding from previous psychological work, and rely on “designer intuition” to

make the argument that certain ideas and implementations have merit.

Theories of mental representation, including the ones studied here, may be especially

valuable in addressing these particular problems. The wide breadth of knowledge about

visual perception and the processing of visual information as studied in vision science and

cognitive psychology could hold valuable clues as to when large screen displays are beneficial

and when they may be harmful. For example, in the previous discussion of the two-visual

systems hypothesis, it was demonstrated that certain kinds of visual illusions such as the

induced Roelofs Effect, could appear in these kinds of display environments and that avoid-

ance of such perceptual biases should be avoided when minimization of user error is a crucial

design goal. Other psychological research surrounding the topic of visual cognition, such as

that of the separation between peripersonal and extrapersonal space, could prove invaluable

in building a basic understanding of how people perceive the visual space of a large screen

or immersive environment and how these kinds of particular perceptual differences might

be exploited for the benefit of the user.

The evidence from the other two investigated representational themes (S-R compatibility

and the distinction between the UVF and LVF) provide concrete examples of how such

research might be achieved. With respect to S-R compatibility, the literature suggested that
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different hand postures could influence the compatibility of user input to different degrees

and this was borne out in the collected experimental data. A representational theory such as

S-R compatibility might be particularly important when designing interactive applications

that must span small, medium, and large displays because it provides a uniform theoretical

basis for making predictions about user performance across all different display sizes. With

respect to the UVF and LVF, the literature suggested that the UVF and LVF might be

functionally specialized for processing information about extrapersonal and peripersonal

space respectively and this was also seen in the experimental data, where a preference for

motor interaction was found in the LVF. A representational theory such as that encompassed

by the UVF and LVF might be important to understanding interaction in ubiquitous settings

because the theory places an emphasis on how users’ perception of the surrounding world

is changed when interacting “up-close” versus interacting “at a distance.”

8.4 Application Domains

Based on the experimental evidence derived from the three representational themes explored

here, there are at least four application areas of interactive system design that might specif-

ically benefit from a representational approach to HCI. These areas are broadly defined as

(1) time- and safety-critical systems, (2) computer graphics, (3) information visualization,

and (4) computer-supported cooperative work. In each of these application domains, the

themes of S-R compatibility, the division of the UVF and LVF, and the two-visual systems

hypothesis relate knowledge that could be particularly valuable to the design and evaluation

of systems involving these applications. Where applicable, the importance of other areas

related to the study of mental representations is also discussed.

As it currently stands, the design of practical interactive systems generally assumes

that the visual world of users can be described as a unified percept. The experimental

evidence from representational theories of visual space disagree, and the three experiments

presented here provide additional evidence that it remains important to challenge the notion

that the visual world is intuitively “what we see” and no more than that. Although it is

clear that more research needs to be done to fully understand the potential benefits of

applying these representational theories of visual processing to user interface design, the

basic experiments presented in this dissertation suggest that enhancing user performance
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does not necessarily mean that designers must completely change the way in which users

interact with a computer. Rather, measurable performance gains can be made by simply

paying more attention to some of the more basic visual elements of a user interface, such as

the directional cues of a visual cursor, the spatial layout and organization of an interface,

and the presentation of appropriate visual feedback.

8.4.1 Time- and Safety-Critical Systems

Time- and safety-critical systems refer to those interactive systems where user response

time, or the safety of someone involved with an interactive system are crucial design con-

siderations. These range from the design of vehicles, such as cars or aircraft, as well as

medical care systems, such as computer-assisted surgery systems. Many of the primary

results from the three presented experiments are directly applicable to the development of

these systems. The systematic variations in user performance predicted by the three repre-

sentational theme manifest themselves most measurably as differences in response time and

participant accuracy. Where time is a critical factor, every millisecond that can be saved is

important. If we use driving as an example, a vehicle traveling at 50 kilometers per hour

moves approximately 1.4 meters every 100 milliseconds: a substantial distance when we

consider the kinds of interactive tasks that might need to be accomplished while driving.

The three representational themes demonstrate that there are some basic aspects of

the visual interface that can be improved upon by simply making an effort to understand

the different ways in which users integrate, separate, and mediate visual information via

multiple representations of visual space. A similar point can be made where safety is a

critical factor. In safety-critical systems, minimization of user errors are important not only

because errors cost time, but also because errors are can be irreversible. With respect to

pointing, the three experiments presented here demonstrate that improvements in response

time are generally accompanied by improvements in user precision.

S-R compatibility suggests that the presence of directional cues of any kind can have

an implicit impact on user performance. The measurable effects of co-varying arrowhead

cursors and movement directions in the current experiment suggests that directional cues

must be employed strategically and should not be used where they are not especially nec-

essary. To facilitate user performance in a system based on pointing interactions where no

movement cursor is preferred, an orientation-neutral cursor might be best. These sugges-
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tions may extend to systems where many different kinds of directional movements must be

made concurrently and rapidly, and not all of these can be strictly characterized as pointing.

Driving a vehicle is again one of the better examples: use of a steering wheel implies that

certain directional judgments must be made, and often times while driving, movements of

the steering wheel are interspersed with pointing movements, such as turning a car radio

on or off by pressing a button. Poorly placed directional cues could be confusing or danger-

ous to the driver, and S-R compatibility suggests that the presence of multiple, conflicting

directional cues could severely impede movement performance.

The presence of a functional division between the UVF and LVF suggest that motor

performance is superior when items are initially perceived in the LVF. For systems where

user response time is especially critical, this suggests that the most important interactive

elements should be placed where they are most likely to be initially seen in the lower half of

the visual world. This might further suggest placing such items in the lower half of a display

or interface. Because the results suggested by the UVF/LVF experiment presented here are

consistent with other experimental evidence related to the visual fields, it is reasonable to

expect that similar performance benefits could arise by employing the functional specializa-

tion of the UVF appropriately as well. The literature suggests that the UVF is specialized

for perceptual activities, and as such, interfaces that may include rapid changes to the visual

display could do well to consider placing the most important perceptual elements such that

they are most likely to be perceived in the UVF.

The two-visual systems hypothesis indicates that certain representations of visual space

can be biased by the presence of visual ambiguities, like visual illusions. For time- and

safety-critical systems, the hypothesis suggests that these illusions can implicitly impact

performance under certain conditions. Perhaps most important for these systems is that

these perceptual biases can go unnoticed by the user, and the user may believe that he

or she has not committed an error. The experimental results indicate that the perceptual

biases induced by visual illusions can be noticed in a large screen display setting and that

robustness against these kinds of biases are the result of input method and the presence

or absence of visual feedback. Pointing without visual feedback draws from the dorsal (or

unaffected) representation of visual space while more intuitively reliable techniques, such

as pointing with a visible cursor or voice-based input draw from the ventral (or affected)

representation of visual space. When designing a system that seeks to minimize user er-
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ror, the two-visual systems hypothesis generally suggests that it is important to identify

those visual structures that might be perceived as visual illusions, as well as those visual

characteristics that might bias users to process visual information in unintended ways.

8.4.2 Interaction with Computer Graphics

The development of new interactive techniques has historically been an important part of

computer graphics research. As HCI has grown beyond evaluation to encompass design

over the years, the emphasis in computer graphics has shifted away from developing new

techniques involving a relationship between vision and movement and more toward the

development of techniques that are purely perceptual in nature. Nevertheless, a represen-

tational approach to HCI may be beneficial to understanding the human perceptual issues

surrounding the study of computer graphics. Insofar as human judgments are necessary

to make these graphics useful and because of the insight that mental representations have

helped to generate in cognitive psychology and vision science, there may be many ways in

which the knowledge from a representational approach to HCI could be valuable.

There is a growing interest in computer graphics toward perceptually-based rendering

techniques, or methods for generating computer graphics that are based on the knowledge of

how users process visual information. Instead of the more traditional brute-force approach

to rendering, involving massive amounts of computation that still cannot be achieved in

real-time, perceptually-based rendering often takes a more elegant approach of only render-

ing what is “important” to the user. In this sense, “important” could mean where users

have directed their gaze, or perhaps what the most salient aspects of the visual display are

likely to be. Mental representations related to visual processing could be especially valuable

here, as they continue to characterize the phenomenon of visual attention and the mech-

anisms that allow human beings to make reasonable judgments in what might otherwise

be a perceptually overwhelming world. A study by Harrison, Rensink, and van de Panne

(2004) provides an example of where the implications of such a model of visual processing

have proven to be useful. They found that length changes of over twenty percent could

go unnoticed in the manipulation of an animated, articulated figure when the figure was

not given full attention, yielding guidelines for optimizing attention-based algorithms that

produce or process character motion data.

The functional distinction that arises from the UVF and LVF serves as a good example



8.4. Application Domains 137

of a representational theme that could be valuable in this context. The UVF is largely

specialized for perceptual activities, suggesting that perhaps with additional research, new

adaptive rendering techniques could be devised that exploit this particular functional ad-

vantage. Such an algorithm may choose to place priority on rendering the upper half of

a visual scene before rendering the lower half. Experimental evidence with respect to the

visual fields also suggests that there is greater attentional resolution in the LVF, suggesting

that other algorithms might explore the employment of rendering strategies that involve

generally coarse rendering of a visual scene augmented by finer details that are most likely

to be perceived in the lower half of the visual world.

At least partially related to the study of computer graphics is the design and development

of new techniques in support of computer gaming and entertainment. While gaming is not

generally the focus of pure research, it is often cited as a potential application area for

interesting results (O’Sullivan & Dingliana, 2001; O’Sullivan, Dingliana, Giang, & Kaiser,

2003). A particularly interesting application for mental representations might involve the

characterization of visual gaming stimuli and the kinds of emotional responses they evoke.

Such work is already underway in certain parts of experimental psychology, and the results

of such research could be used to understand the elements of particular gaming genres

that make them appealing to particular audiences. Such research could also be valuable in

streamlining the user interface designs that accompany computer games by helping designers

understand what basic visual aspects of a gaming interface are most likely to make users

confused or frustrated.

8.4.3 Information Visualization

The application area of information visualization is unique because it lies at the crossroads

between computer graphics and HCI. Thus, there are many perceptual aspects of real-time

rendering that are important to information visualization applications, but the element of

interactivity remains crucial as well. The goal of many information visualization applica-

tions revolves around the visual management of very large and potentially very complex

sets of data. Among other applications, such data may include the presentation of infor-

mation for the analysis of DNA and genetic sequences, or it may involve the visualization

of higher-dimensional data for scientific analysis. Where the design of tools that support

the visual management of large amounts of data is concerned, the study of mental repre-
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sentations in HCI could yield valuable clues about how such tools should be designed, as

is described by Ware (2004) in his overview of the basic characteristics of visual processing

and its relationship to information visualization.

Arguably, one of the major reasons that so much of the human brain is devoted to

the task of visual processing is because the visual world is extraordinarily complex and

using a brute-force approach to comprehending all of this information would be largely

infeasible. Thus, very complex mechanisms (such as the division of the vertical visual fields

and the ventral and dorsal streams of visual processing identified in the two-visual systems

hypothesis) are necessary to determine what aspects of the visual world are most relevant

at a given moment in time. This is consistent with the goals of information visualization

tools, which must find ways to cope with information that might not otherwise be easily

understandable. Although the mechanisms of human vision have not specifically evolved to

deal with processing the kinds of visual data seen in these applications, an understanding

of mental representations and their implications for visual processing could be helpful.

Both S-R compatibility and the UVF/LVF provide insight into how visual information

can be managed and how interaction can be used to support the management process. Since

many information visualization applications involve the directional scaling and rotations of

spatial data (i.e. as might be found in the analytical maps of geographic information sys-

tems), S-R compatibility could help designers learn about what visual cues and interactive

movements are appropriate to efficiently navigate through large data sets. They may also be

valuable in helping designers determine what kind of movements and associated responses

could be confusing to users ahead of time (i.e. deciding which directional movement of

an input device might best be used to rotate a complex 3D visual structure where several

possibilities are open to designers). The knowledge gained from the UVF/LVF follows from

the previous discussion in computer graphics. The functional specialization inherent to

perceptual tasks in the UVF could be used to help decide which aspects of an information

visualization should be rendered first. The UVF/LVF distinction could also be used as

the basis for new focus+context visualization methods, perhaps where the UVF is used to

provide context, but the LVF is used for focus and finer interactive manipulation.

A particular challenge to research in information visualization also revolves around the

lack of evaluation in the area. Much research involves the development of new systems or

new visualization techniques without a substantial component of accompanying evaluation.
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A representational approach to HCI could be quite valuable in addressing this problem

by offering a novel theoretical grounding for understanding why and how certain systems

are effective while others are not. The emphasis on basic visual characteristics presented

here, as well as the study of visual cognition at large in other related research in cognitive

psychology could be used to study the visual elements common to information visualization

systems and how these might be used to help develop scientific theories specific to the

application domain. In particular, the focus on mental representations could be helpful

in getting the designers of such systems away from simply thinking about the technology

supporting the visualization and toward thinking about the users who must make use of

the end visualization.

8.4.4 Computer-Supported Cooperative Work

With the rapid deployment of large screen displays and the emergence of ubiquitous com-

puting, the idea that computing environments can be useful to support the concurrent work

activities of multiple users has gained momentum in recent years. The area of computer-

supported cooperative work (CSCW) looks at the ways in which computers can be used

to help people work together, regardless of whether they are all in the same room or are

separated geographically but connected via a communications network. Though the exper-

imental work presented here has consisted solely of studies in the context of single users, a

representational approach to HCI may also be useful in CSCW.

From an organizational perspective, the basic lessons learned from the representational

themes explored in this dissertation continue to apply. S-R compatibility suggests that

directional compatibility is not simply the result of what is shown on the display and how

it relates to the use of a particular input device. It is also the result of other factors,

including user orientation and the spatial layout of the environment. Knowledge of S-

R compatibility may be especially important in situations where screens and users are

distributed across an entire room, or perhaps when people are working around horizontally-

oriented configurations like tabletop displays. This could suggest the implementation of

a mechanism for adaptively altering input compatibility based on a user’s position in a

collaborative environment, since a visual item that may be on one user’s left may be on

another user’s right and the compatibility of user input when interacting with this item

could potentially vary.
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The experimental work involving the two-visual systems hypothesis could also be of some

interest here. The hypothesis suggests that visual feedback is not always necessary, and that

there are in fact situations where it is detrimental to user performance. There currently exist

software toolkits and frameworks for enabling collaborative applications with multiple cursor

representations and synchronous collaboration with input devices like multiple mice or laser

pointers. The full impact of these “new” methods of interaction has yet to be assessed, as

relatively little research has been done to explore how such collaborative interaction could

be best employed. One particular challenge involving multiple cursors involves assigning

unique identifiers that can be perceptually identified with specific users. In environments

with many potential collaborators (i.e. an interactive classroom), it may be infeasible to

assign a unique cursor representation to each user, or it may simply make the collaborative

workspace unusable as it becomes cluttered with cursors that obscure the interface or the

information that might be relevant for the end task. Knowing that visual feedback as

suggested by the two-visual systems is not always necessary may be an important clue in

addressing an issue such as this. In future systems, it might be possible to eliminate visual

feedback for pointing completely or it may be possible to limit visual feedback to those

users who need it for very specific kinds of system interaction.

The study of mental representations for encapsulating group knowledge is also central

to other aspects of cognitive psychology, including the study of distributed cognition, which

proposes that cognition and representations of knowledge are not bounded to a single user,

but are rather distributed across individuals and tools in the surrounding environment.

Thus, the judgments made by a group of users working together are more than simply sum-

ming together the outputs of individual users. Though this particular aspect of knowledge

representation was not explored here, the representational approach to HCI that has been

presented may yield insight into how studying these theories of group representation might

be possible in a systematic fashion. It may also be important in devising new methods for

understanding user interaction in groups or the creation of effective design methodologies

for collaborative systems in the future.
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8.5 Other Issues and Limitations

Having presented the three representational themes that form the bulk of the evidence sup-

porting the central argument of this dissertation, a few words should be said to compliment

the comments made in the Introduction (Chapter 1) with respect to the scope and objec-

tives of this thesis. The representational theories presented here are not meant to exclude

the implications of other bodies of theory in HCI, many of which may not be exclusive to

the study of cognitive psychology. One of the goals of applying representational theories to

HCI involves complimenting existing frameworks for evaluating interactive tools and tech-

niques rather than seeking to replace them entirely. Although the central thesis makes the

claim that particular aspects of user performance have previously gone unnoticed, other

evaluation methods have been shown to be equally useful in providing insight that cannot

be found through an application of representational theories alone. Thus, the represen-

tational approach to HCI as presented here, should be interpreted as an additional tool

now available to researchers and practitioners to better understand users rather than a tool

whose goal is to deny the value of existing work.

The psychophysical methods employed in this dissertation have been central to demon-

strating that systematic variations in user performance exist in a manner consistent with

the predictions of representational theories. By choosing to use a more controlled, exper-

imental approach to evaluation, it can be rather difficult to understand how these results

might be put into practice. This could be cited as the primary limitation of the representa-

tional approach as presented here: the performance variations uncovered by experimental

work are quite visible in a laboratory setting, but there are few direct examples of how such

theories have influenced the design or evaluation of actual technology in practical use. Nev-

ertheless, the particular results derived from the three investigated representational themes

are amenable to immediate practical application. The experiments have emphasized the

importance of basic visual and input characteristics as opposed to the limitations of any

particular technology. Furthermore, the implications for interface design derived from these

experiments were presented in a generalized manner so that their importance would not

become tied down to only one or a few different application areas. When presented in this

way, the results of the experimental work presented here become insight helpful to HCI gen-

erally rather than becoming very specific prescriptions for the way in which user interfaces
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must be designed.

Another major issue related to the practical application of the results presented here

revolves around the issue of small effect sizes. In the experimental work presented here, per-

formance differences were measured in relatively small units, such as milliseconds or degrees

of visual angle. It could be argued that these small effect sizes alone make the work imprac-

tical, since the particular performance savings are negligible for any particular interaction.

There are at least two reasons why such performance savings are valuable, regardless of how

small they might seem. First, when one considers how important pointing is as a means

for interaction, the cumulative benefits of saving several milliseconds with each pointing

movement becomes substantial over time. Pointing will likely continue to be an important

aspect of user interaction in the foreseeable future, and with the increasing use of less steady

input devices like wands and pointers in a variety of situations, identifying methods for im-

proving the efficiency of such input devices becomes critical in minimizing user confusion

and frustration. Second, there is a growing body of work in cognitive psychology related to

understanding the “flow” of human behaviour. With a state of flow comes enhanced focus

and overall productivity in a given task, which suggests that understanding flow might be

an important research topic in HCI. Where small performance benefits are concerned, it

is plausible that destroying a user’s sense of flow could happen on the order of a few mil-

liseconds, whether it be because of an unexpected visual event (i.e. a sudden change in the

graphical display), or because a pointing interaction required additional cognitive effort on

the part of a user (i.e. more time was needed to configure the appropriate pointing move-

ment). Thus, optimizing performance by saving users a few milliseconds could be crucial

by indirectly preserving a user’s state of flow during interaction.

Several major assumptions have been made with respect to the application of representa-

tional theories here. The largest of these was outlined earlier, with respect to computational

perspectives on the nature of the human mind, and its relationship to the human brain.

This thesis generally assumes that the human mind can be described as a computational

entity and that the plausibility of this assumption is derived from previous evidence in

cognitive psychology, the impact that applying mental representations has had on under-

standing human behaviour, and the strong historical influence that information processing

frameworks have had on the study of HCI. It is useful to reiterate that this assumption

does not exclusively deny the existence of other bodies of psychological theory, nor is it the
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intention of this thesis to do so. Other approaches to understanding human behaviour may

prove valuable to HCI and this may be demonstrated by others in the future. However,

the major goal of this thesis has not been to argue whether the mind can be described in

any particular way, but rather to demonstrate how one particular description can yield new

insight to understanding user performance.

Another assumption related to the investigated representational themes is the presence

of multiple, concurrent representations of visual space. Early work into computational the-

ories almost exclusively assumed that a given mental representation had a single symbolic

output. From a philosophical standpoint, it may be difficult to determine whether the re-

sulting differential outputs of a given visual input (i.e. the separable mental representations

for perception and action) are the result of two separate mental representations, or that of a

single representation with two possible outputs. This particular assumption makes it espe-

cially evident that it is important to keep up with current trends in cognitive psychology, as

new theories are constantly presented that supercede previous beliefs. With respect to this

particular issue, there is substantial evidence that there are multiple, separate representa-

tions as opposed to a single, complex representation that mediates visual behaviour. The

neuroanatomical descriptions that underlie the functional specialization of the UVF and

LVF, as well as the presence of ventral and dorsal streams of visual processing as described

by the two-visual systems hypothesis serve as physical evidence that separate representa-

tions for perception and action exist. The “double dissociation” paradigm used in cognitive

psychology to experimentally demonstrate systematic differences in visual behaviour (i.e.

as used to study the two-visual systems hypothesis) also serves as further evidence that the

observed behavioural outputs are not simply the result of a single mental representation.

8.6 Future Work

The representational approach to HCI and the three themes presented in this dissertation

open up the possibility for several promising directions of future research. Perhaps most ob-

vious is the actual application of the results presented here, and comparing the “real-world”

impact on user performance relative to the theoretical data that have been collected. Closely

related is the design of new interaction techniques that augment existing ones, motivated

by the lessons learned from fostering a representational understanding of user behaviour.
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In addition to studying specific cases where the lessons learned from the representational

themes are applied to design and evaluation of real systems, there are several directions for

further evaluative research within each of the three themes.

The Simon Effect is a phenomenon closely related to the study of S-R compatibility, and

is already a thread of valuable research in cognitive psychology. Since the effect suggests that

compatibility effects can occur even when they are not relevant to the task, this suggests that

there may be instances where S-R compatibility influences user performance even though it

may not be intuitively apparent that S-R compatibility is important. Synchronous display

onset asynchrony (SDOA) is a term that is used in the experimental literature to describe

controlled manipulations of visual stimulus presentation relative to participant response.

By varying the SDOA in an experimental task, researchers can potentially identify the

particular elements of a visual task that cause compatibility effects. The manipulation of

SDOA is one that is often used in the study of the Simon Effect and is one that may have

special relevance for WIMP-based GUI design. With respect to the sudden onset or drop-

out of visual cues such as dialogue boxes or changes in status indication, an evaluation of

the Simon Effect may prove to be valuable in understanding how to minimize the impact

of unnecessary interruptions when working with a GUI.

In the presented investigation of the UVF and LVF, only the functional advantage of

the LVF was characterized. Future work related to the visual fields could look at the

perceptual advantages of the UVF, especially with respect to visual tasks that are common

to user interaction with graphical displays, such as searching for icons and tracking dynamic

(i.e. moving or state-changing) objects. The experimental literature suggests that the

functional specialization of the UVF could yield performance improvements similar to the

ones observed for pointing in the LVF. Another study could evaluate the UVF and LVF

in more ecologically-valid scenarios, especially where awareness of the entire visual field is

necessary. It would be interesting to understand what happens when objects of interest in a

graphical interface move from being perceived in the LVF to the UVF and vice-versa. The

lateral (i.e. left and right) visual fields are believed to have specialized behavioural functions

as well, particularly in relation to tasks such as reading and symbolic comprehension. Since

these are tasks that are often done on a computer, the functional advantages of the lateral

visual fields may be of equal interest to HCI as the vertical visual fields. Characterizing the

visual fields laterally and vertically may also be useful in developing a four-quadrant model
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of human vision (i.e. one quadrant for each combination of the lateral and vertical fields),

and how each quadrant of the visual world might be best used in a GUI.

The two-visual systems hypothesis presents several avenues for additional experimenta-

tion, particularly with respect to visual cues in a graphical environment and other kinds

of visual illusions. In the current experiment, the visual feedback of a pointing interaction

was tested, but there may be many other kinds of interactions that could benefit from a

two-visual systems model of visual processing. Tangible user interfaces and other systems

that lend themselves to true physical, direct manipulation may serve as the basis for future

experiments, especially where the primary physical movements involved include reaching or

grasping as components of the interaction. Another possible direction for research involv-

ing the two-visual systems could involve further characterizing the impact of lag, as in how

much lag is necessary before users begin to interpret visual feedback as unreliable. Other ex-

periments could look at the effect of physical versus virtual context cues and the interaction

of both, especially those cues that might conflict and cause an implicit perceptual bias in

visual judgments made by users. These could be more important as the distinction between

physical and virtual interaction continues to blur and there is a greater need to understand

how the human visual system might adjust to cope in these kinds of environments.
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Chapter 9

Conclusion

This dissertation has argued that:

A representational approach to the study of HCI is able to predict

variations in visually-based user performance neglected by existing

theoretical frameworks in HCI. Such insight can be helpful in the

design and evaluation of interactive systems.

The importance of a representational approach to HCI is derived from the historical

importance of information processing frameworks, such as the Model Human Processor of

Card, Moran, and Newell (1983) to the empirical understanding of user performance. In

the Model Human Processor framework, mental representations are indicated as a factor

influencing the perceptual, cognitive, and motor attributes of the human user although

these have only received very limited attention in HCI. Because mental representations

have served as a valuable model in cognitive psychology, particularly with respect to com-

putational perspectives on the human mind, it is possible that such representations could

be equally valuable to the study of HCI.

The psychological literature suggests that visual information is mentally represented in

multiple, simultaneous ways to enable different kinds of visual tasks. Three representa-

tional theories related to the study of the relationship between visual perception and action

have been chosen to examine how a representational approach to HCI might be used to

compliment existing approaches to evaluation in HCI:

1. Stimulus-response (S-R) compatibility refers to one way in which visual infor-

mation is represented as an integrated construct during visual processing. The con-

gruency between the position and orientation of a presented visual stimulus and its

associated response are believed to influence how efficiently people can configure ap-

propriate motor movements toward objects in the surrounding world. A key assump-

tion, the coding hypothesis, suggests that the recoding between stimulus and response
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as internal representations can account for performance differences. The theoretical

predictions of S-R compatibility were applied to the GUI design issue of cursors and

their directional representations. A controlled experiment comparing mouse, pointer,

and pen input demonstrated that when the directional cues of a pointing cursor were

congruent with that of movement direction, performance was better than when they

were not. Thus, the representational theory of S-R compatibility suggests that user

performance can be systematically varied by simply changing the way in which a

visual cursor is presented to a user.

2. The functional specialization of the upper and lower visual fields (UVF/LVF)

refers to one way in which visual information can be viewed as a separable construct

during visual processing. The UVF and LVF are specialized respectively to draw

visual information from separate mental representations for perception and visually-

guided movement. The theoretical implications for this functional division were ap-

plied to better understand the relationship between perceived spatial location and

pointing performance. A controlled experiment comparing mouse and touchscreen

input demonstrated that pointing performance was measurably better when pointed

items were initially perceived in the LVF. Thus, the representational theory of the

specialization of the UVF and LVF suggests that user performance can be systemat-

ically varied by simply changing the spatial location at which an interactive element

is initially presented to a user.

3. The two-visual systems hypothesis refers to one way in which visual information

can be viewed as a mediated construct during visual processing. Based on a variety

of case studies and experimental evidence, the hypothesis states that responses to

perceived visual information draw either from a perceptual representation of space

encapsulated in a ventral stream of the human brain or from a motor representation

of space encapsulated in a dorsal stream of the human brain. The hypothesis further

predicts that the dominance of one representation at a given moment can be influenced

by the presence or absence of particular visual cues. The implications of the hypoth-

esis were applied to understand how voice input and the presence or absence of visual

feedback in large screen pointer interaction compared to one another. A controlled

experiment involving the perceptual bias of a visual illusion known as the induced
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Roelofs Effect demonstrated that voice input and pointing with a visible cursor were

consistently biased by the visual illusion, while pointing without any cursor or even

pointing with a lagged cursor were substantially more robust. Thus, the represen-

tational theory of the two-visual systems hypothesis suggests that user performance

in pointing on a large screen can be systematically varied by simply changing the

surrounding visual cues that are present or absent on a graphical display, particularly

when users’ sense of context is limited to those of the visual cues provided on the

display.

The results of these three controlled experiments provide empirical evidence supporting

the central claim of this dissertation that representational theories can identify systematic

variations in user performance that have remained relatively unstudied by the HCI com-

munity. The experiments also demonstrate that improvements to user performance can be

had by making simple changes to the visual characteristics that make up the graphical ele-

ments of a user interface, suggesting that these results could be valuable in the design and

evaluation of future interactive systems. In particular, the results derived from a representa-

tional approach to HCI might be beneficial for systems applied to time- and safety-critical

situations, interaction with computer graphics, information visualization, and computer-

supported cooperative work (CSCW). These are all areas where pointing is an important

method for user interaction with a computer, and where understanding visual cognition

could be central to providing users with an optimal user experience.

The study of mental representations is likely to continue to be important in HCI, espe-

cially with respect to fully understanding mental models and the ways in which users behave

when they are placed in a situation where computers are no longer tied to the desktop, but

are deployed in immersive environments more like the natural settings in which the human

visual and motor systems co-evolved. As technology continues to advance, so must the

techniques that are used to understand why and how these technologies can be appropri-

ately used to benefit the tasks that humans perform. The basis that mental representations

provide for not only describing user performance but also understanding the factors that

drive performance has only demonstrated a fraction of its usefulness so far. With continued

research, an approach driven by the theoretical framework of mental representations may

be especially valuable as HCI steadily makes progress toward developing theories about how

systems should be designed and evaluated.
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Appendix A

Supplemental Data for Experiment

1

The following are additional data, which may be helpful in a supplemental analysis of
Experiment 1, as presented in Chapter 5.
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Figure A.1: These bar graphs plot measured movement time across cursor orientations for
each input device. Each bar graph represents one menu position, as indicated
at the top of each graph.



169

Figure A.2: These bar graphs plot measured movement time across cursor orientations for
each input device. Each bar graph represents one menu position, as indicated
at the top of each graph.
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Figure A.3: These bar graphs plot measured movement time across cursor orientations for
each input device. Each bar graph represents one menu position, as indicated
at the top of each graph.
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Figure A.4: These bar graphs plot measured movement time across cursor orientations for
each input device. Each bar graph represents one menu position, as indicated
at the top of each graph.
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Figure A.5: These histograms present the distribution of RMS errors for each input device
and cursor orientation. Each histogram illustrates the distribution of a single
cursor orientation and a single input device. The plotted curve indicates the
best-fitting normal curve for this particular combination of conditions.
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Figure A.6: These histograms present the distribution of RMS errors for each input device
and cursor orientation. Each histogram illustrates the distribution of a single
cursor orientation and a single input device. The plotted curve indicates the
best-fitting normal curve for this particular combination of conditions.
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Figure A.7: These histograms present the distribution of RMS errors for each input device
and cursor orientation. Each histogram illustrates the distribution of a single
cursor orientation and a single input device. The plotted curve indicates the
best-fitting normal curve for this particular combination of conditions.
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Figure A.8: These histograms present the distribution of RMS errors for each input device
and cursor orientation. Each histogram illustrates the distribution of a single
cursor orientation and a single input device. The plotted curve indicates the
best-fitting normal curve for this particular combination of conditions.
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Figure A.9: These histograms present the distribution of RMS errors for each input device
and cursor orientation. Each histogram illustrates the distribution of a single
cursor orientation and a single input device. The plotted curve indicates the
best-fitting normal curve for this particular combination of conditions.
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Figure A.10: These histograms present the distribution of RMS errors for each input device
and cursor orientation. Each histogram illustrates the distribution of a single
cursor orientation and a single input device. The plotted curve indicates the
best-fitting normal curve for this particular combination of conditions.
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Figure A.11: These histograms present the distribution of RMS errors for each input device
and cursor orientation. Each histogram illustrates the distribution of a single
cursor orientation and a single input device. The plotted curve indicates the
best-fitting normal curve for this particular combination of conditions.
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Figure A.12: These histograms present the distribution of RMS errors for each input device
and cursor orientation. Each histogram illustrates the distribution of a single
cursor orientation and a single input device. The plotted curve indicates the
best-fitting normal curve for this particular combination of conditions.
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Figure A.13: These histograms present the distribution of RMS errors for each input device
and cursor orientation. Each histogram illustrates the distribution of a single
cursor orientation and a single input device. The plotted curve indicates the
best-fitting normal curve for this particular combination of conditions.
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Appendix B

Supplemental Data for Experiment

2

The following are additional data, which may be helpful in a supplemental analysis of
Experiment 2, as presented in Chapter 6.
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Figure B.1: This line graph plots measured movement time against the experimental factor
of target amplitude as an alternative to observing movement time as a function
of the index of difficulty (ID). The graph compares UVF and LVF performance
across mouse and touchscreen input.
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Figure B.2: This line graph plots measured movement time against the experimental factor
of target size (width) as an alternative to observing movement time as a function
of the index of difficulty (ID). The graph compares UVF and LVF performance
across mouse and touchscreen input.
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Figure B.3: This line graph plots measured RMS (radial) error against the experimental
factor of target amplitude as an alternative to observing pointing precision as
a function of the index of difficulty (ID). The graph compares UVF and LVF
performance across mouse and touchscreen input.
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Figure B.4: This line graph plots measured RMS (radial) error against the experimental
factor of target size (width) as an alternative to observing pointing precision as
a function of the index of difficulty (ID). The graph compares UVF and LVF
performance across mouse and touchscreen input.
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Figure B.5: This scatterplot indicates the locations pointed at by participants as a function
of target amplitude. The plot is read from right-to-left, with furthest left indi-
cating the shortest amplitude. The graph compares UVF and LVF performance
for mouse input.
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Figure B.6: This scatterplot indicates the locations pointed at by participants as a function
of target amplitude. The plot is read from right-to-left, with furthest left indi-
cating the shortest amplitude. The graph compares UVF and LVF performance
for touchscreen input.
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Figure B.7: This scatterplot indicates the locations pointed at by participants as a function
of target size (width). The plot is read from right-to-left, with furthest left
indicating the shortest amplitude. Target size is differentiated by the spectrum
of colours as seen in the figure legend. The graph compares UVF and LVF
performance for mouse input.
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Figure B.8: This scatterplot indicates the locations pointed at by participants as a function
of target size (width). The plot is read from right-to-left, with furthest left
indicating the shortest amplitude. Target size is differentiated by the spectrum
of colours as seen in the figure legend. The graph compares UVF and LVF
performance for touch input.
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Figure B.9: These histograms present the distribution of RMS errors across the UVF and
LVF for mouse pointing. The plotted curve indicates the best-fitting normal
curve for this particular combination of conditions.
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Figure B.10: These histograms present the distribution of RMS errors across the UVF and
LVF for touchscreen pointing. The plotted curve indicates the best-fitting
normal curve for this particular combination of conditions.
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Appendix C

Supplemental Data for Experiment

3

The following are additional data, which may be helpful in a supplemental analysis of
Experiment 3, as presented in Chapter 7.
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Figure C.1: These histograms show the distribution of randomized target positions as used
in Experiment 3. These serve to demonstrate that the trials presented to par-
ticipants approximated one of a uniform, and not a normal, distribution.
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Figure C.2: These histograms show the distribution of randomized target positions as used
in Experiment 3. These serve to demonstrate that the trials presented to par-
ticipants approximated one of a uniform, and not a normal, distribution.
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Figure C.3: These histograms show the distribution of pointing errors, with each histogram
illustrating the errors for one particular method of input. Participant response
was measured along the horizontal axis only.
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Figure C.4: These histograms show the distribution of pointing errors, with each histogram
illustrating the errors for one particular method of input. Participant response
was measured along the horizontal axis only.
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Figure C.5: This bar graph indicates the measured movement times for indicating target
positions, broken down by input method.
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Appendix D

Glossary

This appendix provides a glossary to some of the technical terms, acronyms, and other
short-hand forms used in this dissertation. It serves as a useful reference for readers.

Action Actor (i.e. user)-generated body movements.

ANOVA Analysis of Variance. An inferential statistical technique that is often used in
HCI and psychology to evaluate collected quantitative data.

Coding Hypothesis An explanation of why stimulus-response (S-R) compatibility effects
occur, based on the idea that the compatibility between stimulus and response is
related to the complexity of the process by which stimulus information is coded into
an appropriate response.

Computational Theory of Mind A dominant school of thought in cognitive psychology,
which suggests that the human mind can be described as a computational entity and
that the behaviour of the mind can be reconciled with its physical implementation in
the human brain.

Cursor In the context of pointing in HCI, usually refers to a small graphical indicator that
tracks movements across a graphical display. These often have directional cues in the
form of arrowheads or other similar representations.

Dorsal Stream In neuroscience, a portion of the visual pathway dedicated to processing
visual information for visually-guided movements and behaviours.

Fitts’s Law An empirical model of movement time as a function of a log-linear index
of difficulty, derived from information theoretic principles. Fitts’s Law has been an
important tool to understanding how well people can use input devices under various
conditions.

GUI Graphical User Interface.

HCI Human-Computer Interaction.

Iconic Cursors Graphical cursors that are used in a visual user interface to indicate the
current state of the system.

Induced Roelofs Effect A particular visual illusion where a target surrounded by an
asymmetric frame leads to a systematic perceptual bias characterized by a perception
that the target is further to the left or right than it really is.
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LVF Lower Visual Field. See Upper and Lower Visual Fields.

Mental Representation An abstract structure that encapsulates information about ex-
ternal events in a systematic way so that appropriate decisions may be made.

Model Human Processor An information processing model of user performance first
introduced by Card, Moran, and Newell (1983). The model attributes user perfor-
mance as time spent doing a task as a result of the perceptual, cognitive, and motor
characteristics of the user.

Movement Time In this dissertation, unless otherwised defined, typically refers to the
amount of time required for a participant to make a response from the initial onset
of a visual stimulus to the time that a final response has been acquired.

PDA Personal Digital Assistant. A handheld device that typically uses touchscreen input
to allow for a variety of ubiquitous computing tasks.

Perception Input to a sensory system (i.e. the human visual system) from the surrounding
world.

Pointing In HCI, a general term for an entire class of interaction techniques involving a
directed motion to various locations on a graphical display.

Polhemus Fastrak A six-degree-of-freedom (DOF) spatial input device developed by Pol-
hemus Incorporated that tracks spatial position and orientation using electromagnetic
fields. The device is frequently used in virtual reality (VR) settings and large screen,
immersive environments.

Psychophysics The study of understanding the relationship between objective and sub-
jective events by using a collection of methods meant to separate and characterize
these phenomena from each other. This technique is often applied in psychological
research.

Stimulus-Response (S-R) Compatibility A psychological theory of how visual infor-
mation might be processed as an integrated construct, which predicts that visual
elements like directional cues and their associated responses can influence overall per-
formance (see Chapter 5 for more information).

Tablet PC A portable computer, sometimes smaller than a traditional laptop or notebook.
It has touchscreen-like capabilities that are enabled via the use of a special pen input
device or stylus.

Two-Visual Systems Hypothesis A psychological theory of how visual information is
processed as a mediated construct. It suggests that visual information is mentally
represented and encapsulated in two separate streams of visual processing: a ventral
(perceptual) representation and a dorsal (sensorimotor) representation. These lead
to distinct response characteristics, and may be driven by the presence or absence of
particular visual cues.
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Ubiquitous Computing A paradigm of user interaction based on the idea that computing
devices have become reasonably cheap and affordable so that they can and will be
used everywhere and all of the time.

Upper and Lower Visual Fields A psychological theory of how visual information might
be processed as a separable construct. It suggests that the eye is functionally special-
ized by where visual activities are most likely to occur. The upper visual field (UVF)
is functionally specialized for perceptual tasks while the lower visual field (LVF) is
functionally specialized for motor tasks (see Chapter 6 for more information).

UVF Upper Visual Field. See Upper and Lower Visual Fields.

Ventral Stream In neuroscience, a portion of the visual pathway dedicated to processing
visual information for perceptual tasks (i.e. colour, shape, and form).

WIMP Windows-Icons-Menus-Pointer. A paradigm for graphical user interface design,
common in many desktop settings.
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