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a b s t r a c t

Discovering the conditions under which an optimization algorithm or search heuristic will succeed

or fail is critical for understanding the strengths and weaknesses of different algorithms, and for

automated algorithm selection. Large scale experimental studies – studying the performance of a

variety of optimization algorithms across a large collection of diverse problem instances – provide the

resources to derive these conditions. Data mining techniques can be used to learn the relationships

between the critical features of the instances and the performance of algorithms. This paper discusses

how we can adequately characterize the features of a problem instance that have impact on difficulty in

terms of algorithmic performance, and how such features can be defined and measured for various

optimization problems. We provide a comprehensive survey of the research field with a focus on six

combinatorial optimization problems: assignment, traveling salesman, and knapsack problems, bin-

packing, graph coloring, and timetabling. For these problems – which are important abstractions of

many real-world problems – we review hardness-revealing features as developed over decades of

research, and we discuss the suitability of more problem-independent landscape metrics. We discuss

how the features developed for one problem may be transferred to study related problems exhibiting

similar structures.

& 2011 Elsevier Ltd. All rights reserved.
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(K. Smith-Miles),
1. Introduction

For many decades, researchers have been developing ever-
more sophisticated algorithms for solving hard optimization
problems. These algorithms include mathematical programming
approaches, constraint programming, and many heuristics includ-
ing meta-heuristics and nature-inspired heuristics. Experimental

www.elsevier.com/locate/caor
dx.doi.org/10.1016/j.cor.2011.07.006
mailto:kate.smith-miles@monash.edu
mailto:leo.lopes@monash.edu
dx.doi.org/10.1016/j.cor.2011.07.006
dx.doi.org/10.1016/j.cor.2011.07.006


K. Smith-Miles, L. Lopes / Computers & Operations Research 39 (2012) 875–889876
studies have been conducted to determine which algorithms
perform best, usually based on publicly available collections of
benchmark datasets. The conclusions from these comparisons are
often not insightful [69], limited by the scale of the studies which
typically restrict either the type or quantity of benchmark
problem instances used, or consider only a small number of
algorithms [12]. The no-free-lunch (NFL) theorems [153] tell us
that there does not exist a single algorithm that can be expected
to outperform all other algorithms on all problem instances. If a
study demonstrates the superiority of one algorithm over a set of
other algorithms, then one may claim that there are probably
untested problem instances where we could expect this algorithm
to be outperformed. A description of the conditions under which
an algorithm can be expected to succeed or fail is rarely included
in the study [41].

The true value of good experimental studies lies in their ability
to answer two key questions. The first question is: which algo-

rithm in a (broad) portfolio is likely to be best for a relevant set of

problem instances? Useful are studies where diverse algorithms
are compared across enough instances (making statistical conclu-
sions valid), with the types of instances matched to the interests
of the study (e.g. real-world instances, or intentionally challen-
ging instances [88]). A good experimental study can uncover
relationships between features of instances and algorithmic
performance. The outcome can be an automated algorithm selec-
tion model predicting the algorithm from a given portfolio that is
likely to be best for a given instance. The second question that can
potentially be addressed by good experimental studies is a more
general and far-reaching one: for which types of problem instances

can we expect a given algorithm in a portfolio to perform well, and

why? Answers to this second question hold the key to under-
standing the strengths and weaknesses of algorithms, and have
implications for improved algorithm design.

These questions have been raised by various research com-
munities. In the meta-heuristics community statements such as
‘‘currently there is still a strong lack of understanding of how
exactly the relative performance of different meta-heuristics
depends on instance characteristics’’ [134] have highlighted the
need to measure key characteristics of optimization problems and
explore their relationship with algorithm behavior. In the artifi-
cial intelligence community, a similar concept has lead to the
development of algorithm portfolios, whereby knowledge of the
relationship between instance characteristics and algorithm per-
formance based on training data is used to build a regression
model to predict which algorithm is likely to perform best for a
new problem instance [59,85]. This approach of selecting the
likely best algorithm from a portfolio after gaining knowledge
into that relationship has been most successful, winning the 2007
SAT (constraint satisfaction) competition [155]. There have also
been extensions of these ideas beyond static or off-line algorithm
selection to reactive search [14] and racing algorithms [19,91],
where knowledge of the characteristics or features of the search
space is exploited to fine-tune or re-select an algorithm during
run-time [51,119,133].

A key challenge with all of these approaches is to adequately
characterize the problem instance search space by devising
suitable measures. In order for any useful knowledge to be
learned from modeling the relationships between problem
instance characteristics and algorithm performance we need to
ensure that we are measuring features of the problem instances
that are revealing of the relative hardness of each problem
instance as well as revealing of the strengths and weaknesses of
the various algorithms.

So how can we determine if an optimization problem, or an
instance, is hard or challenging for a particular algorithm? And
what are the characteristics or features of the instance that
present this challenge? The most straightforward features of an
optimization problem instance are those that are defined by the
sub-class of the instance: features like the number of variables
and constraints, whether the matrices storing instance para-
meters are symmetric, etc. There are numerous candidate fea-
tures that can be derived by computational feature extraction
processes applied to instance parameters that often serve well as
proxy measures for instance difficulty. We note here the distinc-
tion between the definition of a feature, and the suitable mea-
surement of that feature.

Measuring hardness of an instance for a particular algorithm is
typically done by comparing the optimization precision reached
after a certain number of iterations compared to other algorithms,
and/or by comparing the number of iterations taken to reach the
best solution compared to other algorithms [154]. More sophis-
ticated measures of hardness of a problem for a particular
algorithm include measuring the fraction of the search space that
corresponds to a better solution than the algorithm was able to
find [89]. These performance metrics may enable us to determine
if an algorithm struggles with a problem instance or solves it
easily, and have been used to demonstrate that there are indeed
classes of problems that are intrinsically harder than others for
different algorithms [89]. However, they do not help us to explain
why this might be the case.

To understand the challenging features or properties of the
problem instance, there have been numerous efforts to character-
ize the objective function and search space, identifying challenges
such as isolation, deception, multi-modality, and features such as
the size of basins of attraction [10,61,87,154], as well as landscape
metrics (reviewed in Section 3) based on analysis of autocorrela-
tion structures and number and distributions of local minima
[108,121]. Obviously these features can only be measured after an
extensive analysis of the landscape, and are not suitable as inputs
to a performance prediction model that seeks to answer our first
question about which algorithm is likely to perform best for a
given instance. They are useful for our second question—for
gathering insights into the relationship between the structure of
the problem and the performance of algorithms for the purposes
of algorithm design and explaining performance. As a preliminary
step for automated algorithm selection though, we need to ensure
that the set of features used to characterize problem instances are
quickly measurable.

Despite the importance of this key task, very little focus has
been given in the literature as to how to construct features for
characterizing a set of problem instances as a preliminary step for
algorithm selection and performance modeling. As early as 1976,
Rice posed the algorithm selection problem [110], defined as
learning a mapping from feature space to algorithm performance
space, and acknowledged the importance of selecting the right
features to characterize the hardness of problem instances. For
any optimization problem there is a variety of problem-specific
metrics that could be used to expose the relative hardness of
problem instances, as recent studies on phase transitions have
shown [1,143]. In addition, we may wish to include metrics to
expose the relative strengths (and weaknesses) of algorithms in
the portfolio. Further, rules of guidance may be appropriate, in
order to select the candidate features that are likely to be most
useful for studying the difficulty of a given optimization problem.

This paper aims to provide a starting point for answering the
critical question: how do we devise a suitable set of hardness-
revealing features and/or metrics for an optimization problem?
We tackle this question by first revisiting the framework for
algorithm selection of Rice [110], presented in Section 2. We have
recently used this framework to tackle our first question focused
on automated algorithm selection for a number of optimization
problems (traveling salesman [126,130], timetabling [129],
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quadratic assignment [128], and job shop scheduling [131]), and
have achieved excellent accuracy in predicting the best algorithm.
The success of this framework depends critically upon the chosen
features, where one must ensure that the relationship to algo-
rithm performance can be learned. This paper describes the
efforts to date on the identification and construction of suitable
hardness-revealing problem features: problem-independent fea-
tures based on search space and landscape analysis in Section 3,
and problem-specific features that have been constructed for a
wide range of combinatorial optimization problems in Section 4.
We have chosen broad classes of combinatorial optimization
problems, providing new generalized formulations in some cases,
that form the core of other variations and many real-world
problems. These formulations allow us to unify the literature
and highlight where features from one problem can be adapted to
study another related problem. Promising directions for future
research are discussed in Section 5, and conclusions are drawn in
Section 6.
2. Algorithm selection

As early as 1976, Rice [110] proposed a framework for the
algorithm selection problem (ASP), which seeks to predict which
algorithm from a portfolio is likely to perform best based on
measurable features of a collection of problem instances. There
are four essential components of the model:
�
 the problem space P represents the set of instances of a
problem;

�
 the feature space F contains measurable characteristics of the

instances generated by a computational feature extraction
process applied to P;

�
 the algorithm space A is the set (portfolio) of all considered

algorithms for tackling the problem;

�
 the performance space Y represents the mapping of each

algorithm result for a given problem instance to a vector of
performance metrics (e.g. running time, solution quality, etc.).

In addition, we need to find a mechanism for generating the
mapping from feature space to algorithm space. The algorithm
selection problem can be formally stated as: For a given problem
instance xAP, with feature vector f ðxÞAF , find the selection
mapping Sðf ðxÞÞ into algorithm space A, such that the selected
algorithm aAA maximizes the performance metric JyJ for
yða,xÞAY. The collection of data describing fP,A,Y,F g is known
as the meta-data. Rice’s framework for algorithm selection is
summarized in Fig. 1.

There have been many studies in the broad area of algorithm
performance prediction, which is strongly related to algorithm
selection in the sense that supervised learning or regression
models are used to predict the performance ranking of a set of
Fig. 1. The algorithm selection problem.
algorithms, given a set of features of the instances. In the artificial
intelligence (AI) community, most of the relevant studies
[71,84,85] have focused on constraint satisfaction problems like
SAT (P, in Rice’s notation), using solvers like DPLL, CPLEX or
heuristics ðAÞ, and building a regression model (S) to use the
features of the problem structure ðF Þ to predict the run-time
performance of the algorithms ðYÞ. In recent years these studies
have extended into the algorithm portfolio approach [155] and a
focus on dynamic selection of algorithm components in real-time
[119,133]. In the machine learning community, research in the
field of meta-learning [2,26,146] (learning about learning) has
focused on classification problems ðPÞ, solved using typical
machine learning classifiers such as decision trees, neural net-
works, or support vector machines ðAÞ, where supervised learning
methods (S) have been used to learn the relationship between the
statistical and information theoretic measures of the instances
ðF Þ and the accuracy ðYÞ of the classifier algorithms. In the
operations research community, there has been more focus on
studying search space characteristics using landscape analysis
metrics [18,77,94,132,134]. The developments in hyper-heuristics
[28], which use a higher-level heuristic to select amongst simple
heuristic search algorithms, can also be discussed within Rice’s
framework since the performance of simple heuristics can be seen
as features ðF Þ as an alternative to calculating intrinsic character-
istics of the problem instances. Clearly, Rice’s framework is a
useful approach to unifying the cross-disciplinary literature. Our
survey paper [127] has discussed the developments in algorithm
selection across a variety of disciplines, using Rice’s notation as a
unifying framework, through which ideas for cross-fertilization
can be explored.

It is interesting to note though that Rice’s framework provides
no advice about the mapping from problem instance space P to
the feature space F , which is the focus of this paper. Rice and co-
authors went on to use the approach to automatically select
algorithms for solving partial differential [149], numerical inte-
gration problems [107] and scientific software packages [111],
but they acknowledged ‘‘the way problem features affect methods
is complex and algorithm selection might depend in an unstable
way on the features actually used’’ [107]. While the construction
of suitable features cannot be incorporated readily into Rice’s
abstract model, largely due to the problem-specific nature of the
feature construction process (to be discussed in Section 4), we
acknowledge here the criticality of the task of constructing
suitable candidate features that adequately measure the relative
difficulty of the instances. Once suitable candidate features have
been constructed, well-studied feature selection methods (see for
example [104,140,144,156]) can be employed to determine an
optimal subset of the features. We refer the interested reader to
[63], an excellent survey paper on feature selection. We now
focus on the construction of suitable candidate features via
problem-independent metrics (in Section 3) before turning to
the construction of problem-specific features (in Section 4).
3. Problem independent feature construction

One successful approach to characterize the degree of diffi-
culty of an optimization problem has been to consider the search
space and its properties. Fitness landscape analysis [108,121] is
the term used to characterize the search space. We start by
reviewing the definition of a fitness landscape, and then we
review metrics to characterize its properties.

A fitness landscape is a tuple composed of a set of solutions O,
a fitness function F, which assigns a numeric value to each
solution, and a neighborhood Nk defined over the set O, which
is given by a distance metric of size k. More precisely, the fitness
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landscape L is defined as

L¼ ðO,F,NkÞ ð1Þ

where

F : O-R ð2Þ

NkðuÞ ¼ fvAO : dðu,vÞrkg ð3Þ

with the distance metric dðu,vÞ defined as the number of applica-
tions of an elementary operator (such as flipping binary variables)
to transform one solution uAO to another vAO. The fitness
landscape L can be viewed equivalently as a graph with O as
the vertices and the edges included if they connect vertices within
the neighborhood Nk [136]. We note that the landscape for a
problem is not defined until the solution set O is known, so it can
only be useful for gaining insights into algorithm design (our
second question), and not for automated algorithm selection (our
first question).

Now that the fitness landscape has been defined, we describe
metrics that have been developed to characterize it. One feature
of a fitness landscape is its ruggedness, measured by calculating
the autocorrelation of the time series recording the solution
quality generated by a random walk process. The autocorrelation
function

rðsÞ � 1

s2
Fðm�sÞ

Xm�s

t ¼ 1

ðFðutÞ�FÞðFðutþ sÞ�FÞ ð4Þ

of a time series fFðutÞg defines the correlation of two points
s steps away along a random walk of length m through the
fitness landscape (s2

F denotes the variance of the fitness values).
The landscape is considered to be rugged if the autocorrelation
function is low. A hierarchy of combinatorial optimization pro-
blems has been proposed [5] in relation to the ruggedness of their
associated landscape, defined by the neighborhood and cost
function; it supports well the relative performance of local search
algorithms found in the literature.

Another common feature used to characterize fitness land-
scapes is the fitness distance correlation (FDC) [75] which tries to
measure the difficulty of problem instances by determining the
correlation between the fitness value and distance to the nearest
optimum in the search space. The FDC can be estimated by

rðF,dÞ �
1

jOjsFsd

X

uAO

ðFðuÞ�FÞðdðuÞ�dÞ ¼
covðF,dÞ

sFsd
ð5Þ

with d(u) being the minimum distance from a solution (local
optimum) to a globally optimal solution. A value of r¼�1 shows
that the fitness and the distance to the optimum are perfectly
negatively correlated; thus, for problems where the goal is
maximization of the fitness function, the search is relatively easy.
A FDC of r¼ 1 provides a more challenging task for a local search
algorithm seeking to maximize fitness. Several studies have been
conducted to show that the FDC can be misleading for certain
types of functions, and that scatter plots of fitness against
distance can reveal the structure of the landscape in these
circumstances [105].

Other landscape analysis features include the number and
distribution of local minima [151], the structure of the basins of
attraction [10], the degree of randomness in the location of the
optima [87], the density of the states in the landscape [114], and
the Kolmogorov complexity of the landscape which measures the
degree of structure (as opposed to randomness) that algorithms
may be able to exploit [23].

Many of these metrics have been used to characterize a variety
of combinatorial optimization problems, including the traveling
salesman problem [132], job shop scheduling [18], quadratic
assignment problems [95], and knapsack problems [136], to name
just a few examples. Extensions of landscape analysis to multi-
objective functions has also been extensively studied [44,77].
Most of these studies have supported the view that some of these
features are useful predictors of problem difficulty (except some
types of functions like ridge functions [105]). Certainly, minimi-
zation problems with low FDC and short autocorrelation length
seem to be hard for all local search methods in general, but
‘‘despite extensive analyses of the fitness landscapes of numerous
combinatorial optimization problems, the link between problem
difficulty and fitness landscape structure is poorly understood’’
[18]. Considering in addition the need for these features to be able
to explain variation in algorithm performance, relying solely on
the use of landscape features to discriminate between the
performance of different algorithms is unlikely to be very
revealing.

The final set of problem-independent features that can be
constructed to characterize a search space or landscape are based
on the concept of landmarking [101]. Here, metrics gathered from
the performance of simple and quick algorithms (such as gradient
descent) are used to characterize the relative difficulty of the
problem instances, as a proxy measure and as an alternative to a
computationally expensive feature calculation or exploration of
the entire landscape. The use of landmarks as features within an
algorithm selection framework is similar to the hyper-heuristics
approach [28] whereby a higher-level heuristic is used to deter-
mine the switch between lower-level simple heuristics selected
from a portfolio, without any problem-specific knowledge
included as features.

If our goal is to obtain a good set of features within a time
constrained setting, as required for automated algorithm selec-
tion, then it makes sense to combine landmarking with problem-
specific features constructed with knowledge of what makes
problem instances challenging. If our goal extends beyond auto-
mated algorithm selection to the (time-unconstrained) develop-
ment of genuine insights to inform algorithm design, then the
problem-independent landscape analysis metrics, combined with
problem-specific features, may provide the richest set of features
from which to explore the constituents of problem difficulty. This
is a hypothesis that we leave for a future paper.
4. Problem specific feature construction

In this section we present some common combinatorial
optimization problems, and review some of the features that
have been constructed to characterize problem difficulty.
We focus on broad classes of combinatorial optimization problems,
which form the core of many practical optimization problems:
assignment, traveling salesman, and knapsack problems, bin-pack-
ing, graph coloring, and timetabling. Throughout this section, we
adopt a uniform style for formulating the problems which, in many
cases, results in a weak formulation. It should be noted that many
formulations are possible for each of these problems, and much
effort has been spent by many researchers over several decades to
improve integer programming representations [139] (for example,
by redefining constraint sets with tighter linear relaxations). It is
not our goal here to give a state-of-the-art review of integer
programming formulations for combinatorial optimization pro-
blems, but rather to summarize these problems in terms of a
common notation; it will be helpful for a coherent discussion of
problem-specific features.

4.1. Assignment problems

Assignment problems are generally concerned with assigning
labels to objects, whether those objects are people or machines
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assigned to tasks, facilities being assigned locations, etc. Depend-
ing on the costs of the assignments, the objective function may be
linear or quadratic, and the constraints may include budget or
capacity constraints. We present here a generalized formulation
of the assignment problem between N objects and M labels, from
which most commonly studied variations are special cases.
We express all families of assignment problem in this generalized
form for convenience of discussing the literature only. Special
cases with related formulations are not necessarily related in
complexity. Furthermore, for some special cases there are tighter
formulations than the most generic one.

Let:
�
 xi,j ¼ 1 if object i is assigned label j, and 0 otherwise;

�
 D¼ ðdj,lÞ, the M�M distance matrix between labels;

�
 V ¼ ðvi,kÞ, the N�N volume of flow between objects;

�
 W ¼ ðwi,jÞ, the N�M weight matrix for each assignment;

�
 C ¼ ðci,jÞ, the N�M matrix of fixed assignment costs;

�
 wi, the capacity of each object;

�
 s1,s2, artificial slack variables, included to generalize the

formulation for either equality or inequality constraints.

Then the generalized quadratic assignment problem (GQAP) can
be expressed as

minimize
XN

i ¼ 1

XM

j ¼ 1

XN

k ¼ 1

XM

l ¼ 1

xi,jdj,lvi,kxk,lþ
XN

i ¼ 1

XM

j ¼ 1

ci,jxi,j ð6Þ

subject to
X

i

xi,jþs1,j ¼ 1 8jAf1, . . . ,Mg ð7Þ

X

j

wi,jxi,jþs2,i ¼ wi 8iAf1, . . . ,Ng ð8Þ

xi,jAf0,1g 8ði,jÞAf1, . . . ,Ng � f1, . . . ,Mg ð9Þ

s1,jZ0, s2,iZ0 8ði,jÞAf1, . . . ,Ng � f1, . . . ,Mg ð10Þ

Cario et al. [29] considered the impact of the parameters of the
linear generalized assignment problem (GAP) (with no quadratic
cost term, D¼ 0Þ in Eq. (6), and s1 ¼ 0 in Eq. (7) on the perfor-
mance of two solvers and four heuristics. The problem instances
were characterized by a set of features including the problem size
N (with N¼M), the magnitude of the cost coefficients ci,j, the
tightness of the constraints, as well as the correlation structure
between the objective function parameters ci,j, and the constraint
coefficients wi,j and the capacity requirements wi in Eq. (8). Their
conclusions stated that the correlation between the objective
function costs and the capacity constraint coefficients can have a
significant impact on the ability of algorithms to solve the GAP.
Specifically, the branch-and-bound solvers LINDO and CPLEX
performed poorly on problem instances with strongly negatively
correlated coefficients, perhaps due to the difficulty they experi-
ence pruning the tree when the choice is between variables with
high cost and low weights versus low costs and high weights. The
heuristics (mostly greedy) performed better with increasing
absolute values of the correlation feature. They also considered
the gap between the objective function of the linear programming
relaxation of the GAP (relaxing the integrality constraint given
by Eq. (9)) and the known optimal 0–1 solution as a feature to
characterize the problem difficulty. The heuristics performed
better on problem instances where this gap was small, while
the exact solvers were largely unaffected by this feature. Correla-
tion structure is clearly a relevant problem-specific feature, and
has been shown to be revealing of algorithm performance on
other problems involving similar constraints, such as knapsack
problems [68,109].
If we set s1 ¼ 0,s2 ¼ 0,W ¼ 1, and w¼ 1 so that Eqs. (7) and (8)
become the standard permutation constraints:
X

i

xi,j ¼ 1 8jAf1, . . . ,Mg ð11Þ

X

j

xi,j ¼ 1 8Af1, . . . ,Ng ð12Þ

then we arrive at the quadratic assignment problem (QAP). Unlike
in the case of the linear assignment problem, in the QAP we must
explicitly keep the integrality constraint Eq. (9). The QAP is
concerned with assigning a set of N facilities to a set of N (again
with N¼M) locations in such a way as to minimize the total cost
of the volume of flow between facilities. In some variants the
fixed cost component C is also kept. Lawler [82] proposed a more
general version of the QAP, with a four-dimensional matrix C

replacing matrices D, V and C.
The QAP is one of the most well-studied NP-hard optimization

problems. Despite the breakthrough of solving the well-known
instance NUG30 in a week using a massively parallel branch-and-
bound code [7], proving optimality is still not practical for general
QAPs significantly larger than N¼30, although a variety of
good lower bounds exist [8,27,103,106]. Commercial solvers like
Gurobi and CPLEX are often able to produce good solutions on
careful QAP formulations, but are only able to prove optimality if
some of the bounds mentioned are incorporated into the search,
since the LP relaxations of the pure models tend to be weak. Even
for meta-heuristics researchers the QAP offers a great challenge,
despite the fact that there are natural formulations of the QAP
based on permutations of short strings – every permutation being
feasible – a structure that in theory is especially amenable to
meta-heuristic searches.

The difficulty of the problem varies considerably depending on
the nature of the objective function, captured in the matrices D, V

and C. There has been much research over many years focused on
measuring the characteristics of the search space for QAPs.
The earliest feature was the dominance approach of Vollmann
and Buffa [147] which measures the extent to which the matrices
demonstrate dominant patterns (e.g. a large volume of flow
between a small number of facilities corresponds to a high flow
dominance, and likewise, large distances between a small number
of facilities corresponds to a high distance dominance).
The dominance feature is calculated as the standard deviation of
the matrix entries divided by their average value. Presence of high
dominance of either D or C, can indicate that there is significant
variation in the costs of the optimal solution and the worst
solution, and the landscape of the problem is more rugged.
Additional features of the QAP problem structure include the
problem size N as well as the sparsity of the volume and distance
matrices, defined as N0=N2 where N0 is the number of zero entries
in the matrix. Analytic expressions for the mean and variance of
the QAP objective function across the search space have also been
used as a feature to characterize instance difficulty [90] and were
shown to account for variations in algorithm performance on
some key benchmark problems not explained by dominance
metrics alone. Additional features used in numerous studies of
algorithm performance include the problem-independent land-
scape analysis metrics such as ruggedness [6,95,134].

For these studies, the generation of test problem instances
displaying a range of characteristics is critical, and the QAP is
relatively well served in this regard. The well-studied benchmark
collection of QAP instances, QAPLIB, contains about 130 instances
that have been grouped into four classes [135], based on the
methods for generating D and V: (i) unstructured, randomly
generated instances (entries in matrices D and V generated at
random according to a uniform distribution), (ii) grid-based
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distance matrix (distance matrix D based on Manhattan distance
of grid locations), (iii) real-life instances (generated from real
practical applications of the QAP, characterized by flow matrices V

containing frequent zero entries), and (iv) real-life like instances
(larger artificial datasets with similar distributions to class iii).
Other instances have been designed to be hard [45]. The most
systematic and comprehensive set of QAP instances has been
generated by Stutzle and Fernandes [134], who generated six
different classes of QAP instances of different sizes ranging from
N¼50 to 500, resulting in a total of 644 new benchmark
instances.

4.2. Traveling salesman problems

The traveling salesman problem (TSP) involves finding the
minimal cost tour visiting each of N cities exactly once and
returning to the starting city. The travel cost between city i and
city j is notated as ci,j and asymmetry of the travel cost matrix C

ðci,jacj,iÞ renames the problem to the asymmetric traveling sales-
man problem (ATSP) [74]. This problem variant is more general
and challenging; it describes also certain scheduling problems.
Another important feature of (A)TSP instances is whether or not
the costs in C satisfy the triangle inequality [100].

Let xi,j ¼ 1 if city i is followed by city j in the tour, and
0 otherwise. Then the ATSP can be expressed as

minimize
XN

i ¼ 1

XN

j ¼ 1

ci,jxi,j ð13Þ

subject to
X

iAS

X

jAS

xi,jr jSj�1 8Saf0g, S� f1,2, . . . ,Ng ð14Þ

and Eqs: ð9Þ, ð11Þ,ð12Þ ð15Þ

This formulation of the ATSP resembles that of the assignment
problem, with the additional subtour elimination constraint (14).
An alternative formulation, which does not require the subtour
elimination constraint, involves redefining the binary variable xi,j

to be 1 if city i is visited at stop j in the tour, and 0 otherwise. The
permutation constraints given by Eqs. (9), (11), (12) remain, but
Eq. (14) can be dropped if this quadratic objective function is used
instead of the linear one; and the (now quadratic) objective
function is

minimize
XN

i ¼ 1

XN

j ¼ 1

XN

k ¼ 1

xi,jci,kðxk,jþ1þxk,j�1Þ ð16Þ

The quadratic formulation, while avoiding the subtour pro-
blems, creates a non-convex quadratic objective function with
many local minima, and has been used primarily within the
neural network community due to the internal dynamics of the
Hopfield neural network naturally minimizing quadratic energy
functions [125]. For most other communities, the integer linear
programming formulation, often strengthened by dynamic con-
straints produced during the traversal of the branch-and-bound
tree, or simpler formulations based on defining a permutation
vector of cities, have been used.

The difficulty of this problem has been well-studied for many
years. Properties of the cost matrix C naturally govern the
difficulty. For example, if all of the inter-city costs were identical,
the problem is extremely easy to solve and there are ðn�1Þ!
equally minimal cost solutions. Christofides’ [33] polynomial
time approximation algorithm showed that ATSP instances with
costs satisfying the triangle inequality were much easier to solve
that those where the triangle inequality did not hold, and the
proof of this was demonstrated soon after Papadimitriou and
Steiglitz [100].
By the early 1990s, the AI community had started to explore
the question of whether all NP-complete problems could be
characterized as easy or hard depending on some critical para-
meter embedded within the problem. Cheeseman et al. [30]
conjectured that this was the case, that phase transitions exist
for all NP-complete problems including the TSP, and contain at
least one critical control parameter around which the most
difficult problem instances are clustered. The degree to which
the triangle inequality is satisfied is a strong candidate for such a
parameter, as are several metrics of variance within the cost
matrix C. The value of these metrics has been demonstrated for
both exact approaches [30] and heuristics such as ant colony
optimization [112]. But are there other parameters that can be
constructed from C that could demonstrate such a phase transi-
tion from easy to hard?

Some researchers have shown for the Euclidean TSP in the
plane that phase transitions exist for the TSP decision problem
[54,138], which seeks to determine a binary (yes/no) response to
the question, does a tour of length less than l exist? If the N cities
are distributed randomly within a square of area A, then the
decision problem becomes extremely difficult for instances with
ðl=

ffiffiffiffiffiffiffi
NA
p
Þ� 0:75Þ [54]. Below this phase transition boundary,

instances are over-constrained and the decision problem is easy
(there is not likely to be a tour of length less than l), and above
this boundary the instances are under-constrained and the
decision problem is also easy (there is likely to be a tour of length
less than l). The decision problem is only difficult around the
boundary provided by the critical phase transition parameter
ðl=

ffiffiffiffiffiffiffi
NA
p
Þ� 0:75Þ. Returning to the optimization version of the

general ATSP, Zhang and colleagues have examined the distribu-
tion of costs (distances) and shown that the number of distinct
distance values affects algorithm performance [158], and that
phase transitions exist controlled by the fraction of distinct
distances [157]. The critical control parameter b given by the
relation ðb�2Þ log10ðNÞ ¼ 2:1 was determined by numerical
experiments of heuristics based on Nr1500 cities.

Similar to the concept of landmarking [101] and hyper-
heuristics [28], the difficulty of the ATSP can also be characterized
by the cost of the assignment problem solution when the subtour
elimination constraints (14) are relaxed. Studies have shown that
the difference between the costs of the ATSP and the relaxed
assignment problem is influenced by the number of zero costs
(distances) in the matrix C [49]. Landscape metrics have also been
calculated for the ATSP and TSP [132], and have shown that the
landscape is highly correlated and can be well understood in
terms of the mean and variance of the costs, the value of N, as well
as the average number of exchanges of edges (switching place-
ment of cities in the tour) permitted by various algorithms. These
landscape metrics require a thorough search of the solution
space; as such they are not useful for automated algorithm
performance prediction. Metrics related to the size of the back-
bone [76] also fall into this category. A backbone variable has
fixed values amongst all optimal solutions, and if its value is
changed it becomes impossible to reach an optimal solution.
A larger backbone corresponds to a highly constrained, more
difficult problem. So the fraction of the variables that comprise
the backbone correlates well with problem difficulty, but this
fraction cannot readily be calculated until all optimal solutions
have been found.

The final contribution towards characterizing the difficulty
of TSP instances comes from those who have been seeking
to generate hard instances. van Hemert [142] has used genetic
algorithms to evolve TSP instances that are difficult for the
Lin–Kernighan algorithm [86] and its variants to solve. This is
not done by studying structural properties of hard instances, and
then generating instances that exhibit those properties, but by
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using the performance of the Lin–Kernighan algorithm as a proxy
for instance difficulty, which becomes the fitness function for an
evolutionary algorithm to evolve instances that maximize their
difficulty (for that algorithm). The statistical properties of the
generated instances can then be studied to glean some insight
into the properties that these instances share, and what distin-
guishes them from randomly generated instances. This approach
[141] has shown the importance of the cluster distribution of the
cities, and the location and distribution of outliers. The ratio of the
number of clusters to the number of cities was demonstrated
experimentally ðNr200Þ to create an easy–hard–easy phase
transition, with instance difficulty maximized when the ratio is
in the range [0.1,0.11]. In this region, the average number of steps
required for the Lin–Kernighan algorithm to reach a ‘‘good
solution’’ was 5.9 times greater than that required for randomly
generated instances [141]. By such an analysis of evolved hard
instances, one can extract ideal instance features for automated
algorithm selection, as shown recently by Smith-Miles and
van Hemert in a series of studies of two variations of the
Lin–Kernighan algorithm [130,126].

4.3. Knapsack problems

A generalization of the knapsack problem (GKP) involves
placing up to ki copies of N kinds of items into M knapsacks. Each
item of kind i is worth ci and measures wi,p along dimension
pA1, . . . ,P. Each knapsack j has capacity wj,p along dimension p.
The goal is to maximize the value in the knapsacks while
respecting all the capacities.

Let xi,j be the number of items of kind i included in knapsack j.
Then the GKP can be expressed as

maximize
XN

i ¼ 1

XM

j ¼ 1

cixi,j ð17Þ

subject to
X

i

wi,pxi,jrwj,p 8ðj,pÞAf1, . . . ,Mg � f1, . . . ,Pg ð18Þ

X

j

xi,jrki 8i¼ 1, . . . ,N ð19Þ

xi,jAZ 8ði,jÞAf1, . . . ,Ng � f1, . . . ,Mg ð20Þ

By far the most studied case of the GKP is the traditional
Knapsack problem from Held and Karp when M¼ P¼ 1 and k¼ 1
(0–1 Knapsack problem). In another important case, commonly
referred to as the multi-dimensional knapsack (MKP), M¼1 and
k¼ 1 while P41. Of special interest is the case where P¼2
(known as 2KP or bi-dimensional knapsack). The difficulty of
several variants of the MKP has been characterized [68,109] by
using a set of features related to the correlations between the
instance parameters (weights, profits, and capacities) and the
constraint slackness ratio for each knapsack j defined as wj=

P
wi.

Based on this ratio alone, instances are classified as tightly
constrained (ratio around 0.3) or loosely constrained (ratio
around 0.7). An examination of the commonly used MKP bench-
mark instances [16] utilizing these metrics revealed that they are
rather similar in terms of correlations and slackness ratios, and
the new set of instances generated by Hill and Reilly [68]
controlled the characteristics of the instances to enable their
relative difficulty for various algorithmic approaches to be
explored. Cho et al. [32] utilized these features to demonstrate
that both enumerative methods (like dynamic programming) and
heuristics (like greedy search) were affected by variation in the
constraint characteristics and correlations with item values. They
examined the effect of instance features on the performance of
three greedy heuristics, developing rules based on observations
rather than a predictive model. Instances were classified into
various types based on their features, and rules developed to
determine which heuristic should be used. In addition, a heuristic
was developed with a new gradient function for the greedy
search, based on knowledge gleaned from exploration of the
meta-data. This new heuristic improved the solution quality in
69% of unseen test instances. Clearly, this is a case of meta-data
being used for both automated algorithm selection (with the
mapping S based on inspection of the relationships in the data
rather than any machine learning process) as well as the creation
of insights to assist with the development of new and improved
algorithms.

The difficulty of the 0–1 Knapsack problem with only one
knapsack, ðM¼ 1, P¼ 1,k¼ 1Þ and capacity w, has been well-
studied for many decades. Chvatal [36] described in 1980 a class
of problems that are hard for recursive algorithms such as
dynamic programming, with run-times growing exponentially
and bounded from below by 2N=10. These problems have ci ¼wi

randomly selected from the range ½1,10N=2
�, and the capacity

w¼
P

wi=2. Balas and Zemel [11] showed that instances with
li ¼ ci=wi ratios close to each other for all i are indeed difficult for
enumeration methods, but not for their new heuristic. They
proposed a new measure of difficulty to characterize instances,
based on the gap between the linear programming solution
(relaxing the constraint (20)) and the optimal solution to the
0–1 problem, notated as d. If do1 the instance is deemed to be
easy, but otherwise, the degree of difficulty is measured as

D¼
2d

maxijci�wil
%

j
ð21Þ

where l% is the critical ratio of item values to weights that
provides a unique solution to the pair of inequalities:

S1ðlÞowrS2ðlÞ ð22Þ

where

S1ðlÞ ¼
X

ijli 4l

wi and S2ðlÞ ¼ S1ðlÞþ
X

ijli ¼ l

wi ð23Þ

Clearly this metric cannot be used unless the optimal solution
is known. Chung et al. [34] described a set of hard instances for
the unbounded general knapsack problem as those with
wi ¼wþ i�1 and ci ¼wiþz for all i, with the instances fully
parameterized by the set fw,N,z,wg. They noted that such pro-
blems have d41 and usually have a narrow range of li ratios
making them challenging, consistent with the observations of
others [11,36]. They observed that if the capacity w is a multiple of
w (the weight of the first item), then the problem is trivial. Other
observations included that if the difference between an item’s
weight and value is zero (z¼0) then the instance is easy to solve
for branch-and-bound algorithms [34]. For instances with a near
constant difference between ci and wi values though, regardless of
whether this difference (z) is positive or negative, the instances
are hard to solve for branch-and-bound algorithms, at least for
certain values of w that are not multiples of w.

The relationship between ci, wi, and the range ½1,R� from which
they are randomly generated has been the focus of several 0–1
Knapsack investigations [68,81,92,102]. Pisinger [102] generated
several classes of instances, from strongly correlated to weakly
correlated, and increased the data range R with a view to challen-
ging the run-time of a dynamic programming algorithm. Weakly
correlated instances, with wi randomly generated from ½1,R� and ci

randomly generated from the range ½wi�R=10,wiþR=10� were
easier than strongly correlated instances, and are believed to be
more realistic of real-world knapsack problems [55,102]. They are
also more stable as R increases. For strongly correlated instances
with ci ¼wiþR=10 the value of d used by Balas and Zemel [11] is
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large, and the instances are ill-conditioned and hard. As the range R

is increased the instances tend to become even more challenging,
but correlation alone does not explain the performance of algo-
rithms, and the skewness of the distribution of ci values in feasible
solutions has also been used to explain the relationship between
correlation structure and run-time performance [55].

The goal of using such metrics to learn the relationship between
instance characteristics and algorithm performance has been
tackled by Cho et al. [32] for the MKP, as discussed above, and
also by Hall and Posner [65] for the 0–1 Knapsack problem. While
Cho et al. focused only on the correlation and constraint slackness
metrics, Hall and Posner considered a wide range of features to
characterize instance difficulty, some of which are based on the
intrinsic properties of the instance, and others requiring knowledge
of the optimal solutions. Their feature set included: N, the
coefficients of variation of the item values and the weights, the
knapsack size w, the ratio of w=N, the proportion of dominant item
pairs (i,j) for which ciZcj and wirwj, and a number of metrics
related to the gap between the upper bound provided by the linear
programming relaxation and the lower bound from the first
feasible solution, the proportion of the variables that are backbone
variables in both the relaxed and binary solutions, and the Balas–
Zemel difficulty metric D provided in Eq. (21). Their meta-data (see
Section 2), generated according to their previously published
guidelines for such experimental studies [64], included the perfor-
mance of two algorithms: dynamic programming and a branch and
search algorithm [65]. A regression model was used to learn the
relationship between the feature set and algorithm performance,
producing R2 ¼ 97:7% for predicting the run-time of dynamic
programming, but only R2 ¼ 30% for predicting the performance
of the branch and search algorithm. This was despite utilizing
much domain knowledge of the conditions under which the branch
and search algorithm performs well or poorly when devising
suitable features. Feature subset selection was not discussed
however, and it is likely that the optimal subset of features to
predict algorithm performance is algorithm-dependent.

4.4. Bin-packing problems

Bin-packing is closely related to the MKP. We use the same
decision variable xi,j, but the objective changes; it is now to
minimize the number of knapsacks M used to pack all items,
rather than maximizing the value from the subset of items packed
into a fixed number M of knapsacks. To count the number of
knapsacks used, we define a new variable yjAf0,1g that is 1 if the
jth knapsack (bin) is used. Choosing M large enough, we define
the generalized bin-packing problem (GBPP) to be

minimize
XM

j ¼ 1

yj ð24Þ

subject to
X

i

wi,jxi,jrwj,pyj,

8ðj,pÞAf1, . . . ,Mg � f1, . . . ,Pg ð25Þ

X

j

xi,j ¼ ki, 8iAf1, . . . ,Ng ð26Þ

and Eq: ð20Þ

In the classical bin-packing problem (BPP) we have P¼1, k¼ 1,
and wj,k ¼ w (identical capacities for all knapsacks). There is not
much to parametrize BPP instances apart from the weight vector
and the capacity. Several researchers have investigated the effect
of the range of the weights [48,122], showing that a smaller range
makes the problem more difficult for common algorithms such as
the first-fit-decreasing algorithm [38]. Suppose the weights are
generated from the range ½vL � w,vU � w� so that vL and vU corre-
spond to the lower and upper bounds on the weights respectively,
relative to the bin capacity w. Instances generated with vL ¼ 1=4
and vU ¼ 1=2 are considered to be special cases, known as
‘‘triplets’’, since a well-filled bin must contain one heavy and
two small items. These instances are difficult since a solution that
deviates only slightly from this strategy is likely to lead to much
wastage of capacity, and will be far from optimal [122]. Thus the
backbone is quite large for triplet instances. Other ranges also
create difficult instances when the average weight wC1=3.
Instances with average weights close to 1/n for nZ3 have also
been shown to be difficult [48].

The analysis conducted by Gent [52] suggests another useful
set of measures could be constructed based on the proportion of
item pairs whose weights sum to the capacity, since this provides
some proxy measure of constrainedness, and the likelihood of
have two large items or a triplet solution. The genetic algorithm of
Ross et al. [117] selects one of four heuristics to switch to during
run-time, but this method does not utilize any metrics about the
relative difficulty of the instance. There seems to be much room
for additional analysis of hard instances of bin-packing, particu-
larly examining statistical properties of the weight vector and
dominance metrics.

4.5. Graph problems

Many combinatorial optimization problems can be formulated
as optimization problems on graphs. In many other cases,
concrete relationships from specific domains can be expressed
using graphs, and the features of those graphs provide insight into
algorithmic behavior.

A graph G is defined as G¼ ðV ,EÞ comprising a set of N vertices
or nodes V, and a set of edges E connecting pairs of vertices. The
adjacency matrix A of the graph G is an N�N matrix whose
elements Ai,j are 1 if there is an edge from vertex i to vertex j,
otherwise 0. Common optimization problems on graphs include
finding subgraphs, coloring problems, routing and network flow
problems, and covering problems, but a review of graph problems
is not the purpose of this section and excellent and comprehen-
sive descriptions of the wide variety of optimization problems
based on graph structures can be found elsewhere [20,25,40,62].
In this section we will focus on a few key optimization problems
arising from graphs, and discuss how properties of graphs have
been used to characterize the relative difficulty of instances of
these problems.

Regardless of the optimization problem, a graph can readily be
characterized by a number of simple features such as its size N,
whether its edges are directed or undirected, the degree of
connectivity (edge density), and statistics of the vertex degrees.
The density of a graph is the ratio of the number of edges M of the
graph to the number of possible edges in the complete graph, and
is given by

rðGÞ ¼ 2M

NðN�1Þ
ð27Þ

For specific optimization problems on graphs, we may be
interested in measuring certain properties. Spectral analysis of
the adjacency matrix A and the Laplacian matrix L¼D�A, where
D is a diagonal matrix containing the degree of each vertex as its
entries, can be used to provide information about the properties
of the graph [35], with certain eigenvalues revealing information
about partitioning characteristics for example [60]. The connec-
tivity of the graph can also be measured, not just by its density,
but by its resistance to becoming disconnected after removal of
edges. If removal of a single edge causes the graph to become
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disconnected, then that edge is called a bridge, and the number of
bridges in a graph can be measured [99]. The connectivity of a
graph can be summarized by Cheeger’s constant or isoperimetric
number [98], given by

hG ¼ min
SDV :SaØ

jEðS,SÞj

minðjSj,jSjÞ
ð28Þ

with hG ¼ 0 corresponding to a disconnected graph, and hG40
showing the degree of connectedness.

The density metric can be modified to consider the minimum
number of edges needing to be removed or added to achieve
certain properties (such as being connected, planar, bipartite, etc.)
and the conditional density can then be measured [152]. If a
graph does not possess a certain property, it is sometimes useful
to know how far off it is from having the property. A graph G is
said to be e-far from satisfying a property if eN2 edges need to be
added and/or deleted to G in order to convert it into a graph
which satisfies the property. Certain algorithms may rely on
assumptions about graph properties, and it is useful to explore
how the presence of these properties, or the distance from these
properties, contributes to algorithm performance. For example,
genetic algorithms are premised on the building blocks hypoth-
esis [56,148] that assumes that if two good disjoint sub-solutions
are suitably combined then a better solution can be obtained.
Establishing whether the building block hypothesis holds for a
given graph optimization problem and an instance may be no
trivial task however.

Certainly algorithms exist for testing various properties of
graphs including regularity [78], isomorphism, triangle-freeness,
partitionability, and cycles [4]. While these may be useful features
to describe an instance, it is important to examine the computa-
tional complexity of algorithms required to determine these
properties and ensure that they are indeed simple to measure
as features for automated algorithm selection. Property testing
has attracted much attention in recent years [3,57,58,113], and
defines a test to be efficient and therefore ‘‘testable’’ if the
number of queries made by the testing algorithm is a constant
regardless of the size of the graph. So while there are many
features or properties of graphs that may be valuable to shed light
on variation in algorithm performance, the concept of testable
features is a relevant one for first question about automated
algorithm selection. For our second question about understanding
the types of instances for which we can expect a given algorithm
to perform well, we may be prepared to consider a computation-
ally expensive calculation of features if it will lead to the desired
insights.

We describe now some examples of optimization problems on
graphs and research that has contributed to knowledge about
what makes instances of these problems hard. Much of this
research has focused on showing the existence of phase transi-
tions [30,67]. The first problem we consider is graph coloring,
where the goal is to color each vertex of the graph in such a way
that no two vertices connected by an edge are of the same color.
Variations of this problem include finding the minimum number
of colors needed to color the whole graph, or finding the max-
imum sub-graph that can be colored with k colors. Most research
has focused on the Erdös–Rényi model [47] of a random graph
GðN,pÞ where p is the probability of an edge being connected,
given by p¼ d=ðN�1Þ, and d is the average degree of the vertices.
Random instances of graph coloring have been shown to be hard
[145], and the chromatic number required to color a random
graph has been shown to be ld or ldþ1 where ld is the smallest
integer l such that do2lðlnðlÞÞ [1]. Suppose however that the
number of colors available, k, is less that the chromatic number?
The k-colorability problem has been shown to undergo a phase
transition when the average degree of the vertices is around
d¼ 2k lnðkÞ�1þoð1Þ [80]. Phase transitions can also be controlled
by the edge connectivity parameter p. Culberson and Luo [42]
explored the difficulty of instances of the k-colorability problem
for various combinations of N, k, and p and showed that the
hardest instances are those where the optimal solution involves
equal distribution of colors across the graph, or where the graphs
are equi-partite. Other factors that contribute to hard instances
include minimal variation in the degree of the vertices [46].
The location of the phase transition in p has been explored as a
function of the size of the graph [37], and the hardest random
instances of 3-colorable graphs have been shown by Eiben et al.
[46] to be for p in the range ½7=N,8=N�, tested on a range of
approaches including genetic algorithms.

Another important optimization problem based on a graph is the
minimum vertex cover problem. This problem involves finding the
smallest subset V̂ DV such that each edge of the graph G is incident
to at least one vertex in V̂ . The decision form of this problem is to
determine if a vertex cover exists for a given cover of size C.
The phase transition for the decision form of the problem
with random graphs has been shown to occur at a critical value
of C at approximately 0:39N for graphs with low connectivity
(po1=ðlnðN�1ÞÞ, with the critical point for more densely connected
graphs being harder to quantify [66,150]. This observation has been
further explored by clustering the optimal solutions in the landscape
and observing that optimal solutions are collected in a finite number
of tight clusters for graphs with low connectivity, while for denser
graphs the number of clusters diverges and structure is lost [13].

The set covering problem aims to find a minimal number of
krN of N defined subsets of the universe set f1, . . . ,Mg, such that
the union of the k subsets is the universe set f1, . . . ,Mg. This is
equivalent to finding a minimal cover of the incidence matrix
which contains information on whether a vertex is connected to
an edge [120]. Difficult instances of the set covering problem have
been studied by Avis [9], who was motivated by earlier analysis of
the difficulty of knapsack problems [36] and took a similar
approach to develop insights into why the set covering instances
of Fulkerson et al. [50] were hard for branch-and-bound algo-
rithms. These instances are generated from a class known as
Steiner triple systems, which have three one’s in each row of the
incidence matrix, so properties of the incidence matrix are clearly
significant for this problem [120].

The maximum clique problem aims to find the largest subset of
vertices V̂ DV such that each vertex in V̂ is connected by an edge
to every other vertex in V̂ . Battiti and Protasi [15] have investi-
gated the factors affecting the run-time performance of several
heuristics utilized in a reactive local search algorithm, and found
that the run-time tends to be proportional to the number of
missing edges, with dense graphs being easier to solve quickly.
Bomze [21] has transformed the landscape of the problem by
regularization of the adjacency matrix, and showed that this helps
to isolate the global minima, so properties of the adjacency matrix
are also likely to impact on algorithm performance. The decision
form of the maximum clique problem is equivalent to the
decision form of the minimum vertex cover problem [22] since
a graph G¼ ðV ,EÞ has a vertex cover W with jWjrC if and only if
W is in a clique in the graph ðV ,EÞ with jW jZ jV j�C. This
equivalency makes the features discussed earlier for the mini-
mum vertex cover problem suitable candidates for the maximum
clique problem, and vice-versa.

It is clear that there are many properties of graphs that can be
measured or tested, beyond the connectivity and vertex degree
measures that are common to most phase transition studies.
For automated algorithm selection, promising directions include
considering the spectral properties of the incidence and adjacency
matrices [35] which has received relatively little attention.
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4.6. Timetabling problems

Timetabling problems, in their most generic form [43], involve
assigning classes and teachers to rooms at certain time periods in
such a way that no person is assigned to more than one room at any
time, and no room has more than one class and teacher in it at any
time. Such a timetable is considered to be feasible (meaning clash-
free), but a number of context-specific constraints may need to be
considered for the timetable to become operational. Timetabling
problems studied in the literature range from school timetabling
[137], to university examination timetabling [116], and university
course timetabling [118]. Further information about several kinds
of timetabling problems and a wealth of research resources can be
found associated with the International Timetabling Competition
[93]. In order to discuss these variants efficiently, we introduce a
common notation to describe them mathematically, although this is
far from the most efficient integer programming representation
of any of the problems. We define an event as the entity requiring
assignment to a room and time period as follows:

Let xi,j,k ¼ 1 if event i is assigned to period j in room k, and
0 otherwise. Suppose there are N events, P periods, M rooms, K

classes, and T teachers. In addition, data about the problem is
stored in the following matrices:

Ĉ c,i ¼ 1 if class c is included in event i (and 0 otherwise); and
T̂ t,i ¼ 1 if teacher t is included in event i (and 0 otherwise).

Then a feasible solution to the timetabling problem (TTP)
satisfies the following constraints:
X

k

xi,j,k ¼ 1 8ði,jÞAf1, . . . ,Ng � f1, . . . Pg ð29Þ

X

j

xi,j,k ¼ 1 8ði,kÞAf1, . . . ,Ng � f1, . . .Mg ð30Þ

X

i

xi,j,kĈ c,ir1 8ðk,j,cÞAf1, . . . ,Mg � f1, . . . Pg � f1, . . . ,Kg ð31Þ

X

i

xi,j,kT̂ t,ir1 8ðk,j,tÞAf1, . . . ,Mg � f1, . . . Pg � f1, . . . ,Tg ð32Þ

xi,j,kAf0,1g 8ði,j,kÞAf1, . . . ,Ng � f1, . . . Pg � f1, . . . ,Mg ð33Þ

These constraints are rather similar to assignment constraints,
and the allocation of events to time periods can also be viewed as
a form of bin-packing. Such timetabling problems are also well
represented as a graph coloring problem, where the vertices of
the graph represent the N events, edges are present if two events
cannot occur at the same time, and the task is to assign one of p

colors (where p is the number of time periods available) to each
vertex in such a way that no vertices connected by an edge share
the same color. Edges can also be weighted by the severity of the
clash. Let ni be the number of students involved in event i, then it
makes sense to also include the product weight ninj on the edges
(i,j) as a measure of the severity of the clash.

The difficulty of various timetabling problems has been studied,
and depends largely on the additional constraints and objectives
that are added to the problem beyond these basic feasibility
constraints. For example, studies of classic school timetabling, where
an event is defined as a pairing of class and teacher, have shown
[137] that the computational complexity of the problem is affected
by adding or removing constraints such as block requirements
(where 2 lessons are blocked consecutively). Exam timetabling
defines an event as an exam paper, and adds hard constraints
related to seat capacity for the rooms in addition to avoiding student
clashes. A soft constraint that is often added is to avoid students
undertaking exams in two consecutive time periods. Adding the seat
capacity constraint requires the addition of a knapsack-capacity type
of constraint, similar to Eq. (18), and the seat capacity relative to the
number of students clearly would have a strong influence over the
difficulty of an instance. Ross et al. [116] explored the effect of seat
capacity, as well as graph metrics such as edge density, and
concluded that edge density alone was no guide to the difficulty
experienced by their genetic algorithm. In fact much of the
explanation they found for the failure of the GA to solve certain
problems had to do with the encoding used by the GA to represent
the problem, and the failure to simultaneously tackle the bin-
packing problem component, especially for large exams. Gent and
Walsh [53] considered exam timetabling with the additional con-
straint that lecturers could exclude certain exams from being
scheduled in specific time slots. They compared the properties of
randomly generated instances with real-world instances and found
significant differences in the kinds of large scale structures and
properties of the resulting graphs. In particular, the real-world
examination scheduling problems they considered frequently con-
tained large cliques which made feasible solutions impossible to
find when the number of time periods was insufficient to ensure
that each of the vertices in the clique was assigned a unique color.
Other studies of examination timetabling have shown the impor-
tance of the topology of the graph and its influence on difficulty for
various algorithms [115], including the existence of phase transi-
tions based on connectivity and homogeneity.

University course timetabling defines an event as a course or unit
of study, where each course is associated with a list of students, a set
of required features of a room (e.g. data projector, blackboard, etc.),
and sometimes the name of the lecturer who will teach the course
(although the teaching allocation is often treated as part of the
problem). Data is provided about the number of available rooms,
their capacities and their features. The hard constraints of the course
timetabling problem are to avoid student and room clashes, and to
ensure that the room allocated has the required features. Additional
soft constraints are often considered including avoiding any student
having two consecutive classes, a class in the last period of the day,
or only one class on a given day. Several large scale studies [31,118]
have compared the performance of a variety of meta-heuristic
approaches on this challenging problem. Chiarandini and Stutzle
[31] concluded that the hardness of an instance for a given
algorithm appears to be an intrinsic property of the instance itself,
rather than depending on the algorithm. Instances which were hard
for one algorithm tended to be hard for all algorithms. A detailed
analysis of run-time distributions, correlated with various properties
of the instances was used to explore what makes an instance
difficult. Apart from the parameters that determine the size of the
instance (the number of events, the number of students, and the
maximum number of events per student), they explored the impact
of the maximum number of students per event, and the number of
rooms available, as well as a ratio of the average number of features
per room compared to the number of features available. This last
ratio was suggested to behave like a phase transition parameter,
with the degrees of freedom considerably increased in the search
space if many rooms are well equipped [31]. Rossi-Doria et al. [118]
observed that, based on the parameters of the instance generator
(but not specially constructed features), it was not possible to
predict which meta-heuristic would perform best for a given
instance, but they did observe that heuristics that tackle the
problem as a two-stage solution, solving the bin-packing problem
first, tend to perform better. This approach was taken in Lewis and
Paechter [83] who designed a special-purpose genetic algorithm to
solve the bin-packing sub-problem first to find a feasible solution,
and then to satisfy the soft constraints. Exploring the effectiveness of
this approach on various algorithms, and the dependence of the
instance difficulty on factors known to cause challenges for bin-
packing (as discussed in Section 4.4) was not considered however.

The closest approach to automated algorithm selection for
timetabling problems comes from a study of how well
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MAX2MIN ant systems perform on a set of randomly gener-
ated university course timetabling instances [79]. The authors
measure hardness as proportional to the solution quality achieved
after a fixed running time of the algorithm, and developed a
regression model to predict hardness based on a refined set of
8 features (pruned using a cross-validation method from an
original candidate set of 27 features). Four of these selected
features are based on graph representations of the problem which
include only student clashes for one graph, and then student and
room clashes for a second graph. The four features selected from
the graph properties are the average weighted vertex degree
(weighted by the number of student clashes), the average number
of students per event, the average vertex degree in the first graph,
and the standard deviation of the average vertex degree in the
second graph. Other graph properties were considered insignif-
icant for the linear model. Additional selected features included
statistical properties of room constraints: the average weighted
number of room options per event, the number of events
with only one room option, and the standard deviation of the
number of events that were suited to a given room. The most
important feature according to their model, was the slackness
of the instance, defined as the number of rooms multiplied by the
number of available time periods. If this quantity exceeds the
number of events that need to be timetabled, then the instance
contains slackness and is more easily solved, otherwise it is
constrained. The full set of candidate features considered in this
study is not included in the paper [79], but there is certainly room
to consider a wide range of graph properties, and non-linear
models, to extend this work and gain insights into hardness
prediction. The chromatic number of a graph, which is the
number of colors needed to color the graph to find a clash-free
solution to the timetabling problem, is often greater than the
number of available time periods, and surely provides some
valuable information about the difficulty of an instance. While
calculating the chromatic number may not be efficient as a
feature of the instance for automated algorithm selection, a recent
study has shown that the clustering coefficient and edge density
combined are useful predictors of chromatic numbers of time-
tabling conflict graphs [17]. The clustering coefficient is defined as
the probability that two neighboring vertices of a given vertex are
also neighbors of each other, and may provide another useful
feature to characterize instance difficulty for graph based pro-
blems like timetabling. Our previous work [129] has shown that
features related to the timetabling problem and the graph color-
ing problem can be combined to partition the instance space into
different classes of instances, with strong correlation to the source
of the instances (randomly generated versus real-world).

4.7. Constraint satisfaction problems

This paper has focused on optimization problems, which
typically involve satisfying a set of constraints while minimizing
or maximizing some objective function. There is an enormous body
of literature, predominantly from the AI community, focused on
constraint satisfaction problems (with no objective function) such
as the SAT problem: a generic constraint satisfaction problem with
binary variables and arbitrary constraints expressed as clauses. In
recent years, many studies have contributed considerable progress
towards studying the empirical hardness of instances of such
problems. Selman et al. [123] demonstrated the existence of
algorithm-independent phase transitions for random 3-SAT pro-
blems, and later provided a formal proof [96], showing that when
the ratio of the number of clauses to variables is approximately
4.26 the instance becomes hard (i.e. takes longer to solve for all
algorithms). Following these findings, much research has been
conducted in the AI community to study algorithm performance
empirically, particularly focusing on identifying features that
correlate with the empirical hardness of problem instances (see
for example [1,24,70,84,85,97,124,155]). Much of this work falls
well under the automated algorithm selection framework of Rice
[110], where regression models are used to predict the (usually
run-time) performance of algorithms based on features of the
instances. Typical features used to characterize the properties of
SAT instances include metrics of the size of instance (number of
clauses and variables, and several ratios), statistical features of the
variable–clause graph, variable graph, and clause graph, ratios of
positive and negative literals in each clause, features based on the
LP relaxation (objective value, fraction of binary variables, variable
integer slack statistics), search space size estimates based on DPLL
algorithm statistics, and often several measures based on local
search statistics [97]. Since this paper is focused on optimization
problems, rather than constraint satisfaction problems, we refer
the reader to the survey paper of Smith-Miles [127] and the
references in this section for further details of approaches to
measuring the difficulty of SAT and other constraint satisfaction
problem in the context of algorithm selection.
5. Discussion and future directions

In our previous work [127], we have provided a unified perspec-
tive on the multi-disciplinary literature on algorithm selection
utilizing the framework of Rice [110], and shown how the meta-
data generated can be used for both automated algorithm selection
as well as obtaining insights into why certain algorithms perform
well on certain classes of problems and not others. The primary
challenge to doing this effectively is the quality of the meta-data,
and the dependence on choosing suitable features of the instances to
reveal relationships to algorithm performance. This paper has
focused on how suitable features can be devised for various optim-
ization problems. The definition of whether the features are suitable
depends greatly on our goal. If we are restricting our attention to
automated algorithm selection, as a form of time-saving to avoid
future trial and error approaches to finding the best algorithm for a
given instance, then features are only suitable if the time taken to
calculate them is significantly less than the time taken to run all of
the candidate algorithms. Landmarking approaches [101] have been
shown to be useful as features to quickly characterize an optimiza-
tion problem instance (e.g. by relaxing integrality constraints and
taking information from a linear programming solution as a proxy
measure of instance difficulty).

While many studies have measured the properties of particu-
lar combinatorial optimization problems, it is also apparent that
there is very little borrowing of concepts and ideas for suitable
features between problem classes. Many of the problems we have
considered in this paper are related to each other in pivotal ways,
such as the one-to-one assignment constraints found in QAP, TSP,
TTP; the capacity constraints found in GQAP, MKP, BPP, TPP; the
relationship between TPP, BPP, and graph coloring, etc. Under-
standing these relationships helps us to identify opportunities for
considering new features to characterize problem difficulty based
on the shared properties of the problems. Some of the more
revealing features that seem to correlate with instance difficulty
(either algorithm-dependent, or as an algorithm-independent
phase transition control parameter) include:
�
 for problems with capacity constraints—slackness metrics, the
correlations between capacities and profit coefficients, ratios
of coefficients to capacities, the ranges of the coefficients;

�
 for problems with matrices—the dominance and sparsity of

the matrices, the distribution of the matrix entries, spectral
properties of the matrices;
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�
 for problems involving distances—the clustering properties of
the locations, the degree to which the triangle inequality is
satisfied;

�
 for problems with graph representations—the statistical prop-

erties of the graph (vertex degrees and edge density), the size
of the cliques, the spectral properties of the adjacency and
Laplacian matrices of the graph.

When statistical properties of problem instances are described,
they are invariably restricted to the mean and variance of some
observation, but additional statistical metrics that consider
distributions may create an additional wealth of candidate features
from which to learn the relationships to algorithm performance.

For automated algorithm selection for combinatorial optimiza-
tion problems, only a few studies have utilized the extended
methodology of Rice [110] to devise suitable features of problem
instances and learn their relationship to algorithm performance,
enabling prediction of the algorithm most likely to be best for a new
instance. Studies of this nature include Nudelman et al. [97] and Xu
et al. [155] for SAT problems, Cho et al. [32] and Hall and Posner [65]
for knapsack problems, Leyton-Brown et al. [84] for combinatorial
auctions, and Smith-Miles and colleagues for the TSP [130,126], QAP
[128], timetabling [129], and job shop scheduling [131]. Most of
these studies have used regression models to learn the linear
relationship between the features and algorithm performance, with
the exception of the studies of Smith-Miles [128–131,126] which
have used non-linear modeling (neural networks) and rule-based
learners, as well as clustering to infer relationships and visualize the
similarities and differences between classes of instances. Clearly
there is significantly more potential to apply this approach to a
wider range of optimization problems, and to utilize the full
repertoire of knowledge discovery processes to explore the relation-
ships that may be hidden in the meta-data.

Further opportunities exist to extend the definition of an
algorithm to include a particular instantiation of an algorithm,
with unique parameter setting. Thus the same optimization
algorithm run with different parameter settings (e.g. simulated
annealing with two different cooling schedules) can be viewed as
two different algorithms in the portfolio, and we can use this
methodology to explore the optimal parameter settings for an
algorithm for different classes of problem instances. Parameter
optimization [72,73] falls well within the scope of intelligent
optimization and algorithm selection frameworks.

For the second question posed by this paper, understanding
which instance classes match the strengths and weaknesses of
different algorithms, there is much more work to be done. Firstly,
our hypothesis that the richest possible set of features will come
from a combination of both problem-independent and problem-
specific metrics needs to be confirmed or denied. Do generic
features provide additional discrimination or explanatory power
beyond those provided by problem-specific metrics? Could new
generic features be derived that make obsolete problem-specific
metrics, and lead the way to a generic approach for all optimization
problems? We suspect not, but this issue deserves to be explored in
greater depth. Critical to this question is an understanding of when
the meta-data is sufficient for the required insights to be revealed by
data mining techniques. We will be developing a mathematical
definition of sufficiency of the meta-data in future research. Instance
generation techniques, and commonly used benchmark test
instances, must come under the spotlight to determine if they
provide sufficient coverage of the instance space, and we have
already begun to explore this issue [88]. We will also need to
develop a mechanism for visualizing the strengths and weaknesses
of an algorithm in the high-dimensional instance space character-
ized by relevant features. Recent ideas on this topic have defined an
algorithm footprint [39] as the boundary in instance space where
strong algorithm performance is expected to generalize beyond the
training examples. The mathematical definition of this boundary
and its visualization in high-dimensional instance space is an
exciting challenge for future research.
6. Conclusions

The aim of this paper has been to present a coherent summary of
work relevant to measuring the difficulty of instances of combina-
torial optimization problems. Such measures are critical for identify-
ing the particular conditions under which an algorithm is likely to
perform well. In order to provide a starting point for researchers
focused on this task, we have provided a comprehensive review of
the numerous studies over many decades that have sought to
understand the intrinsic properties that determine the difficulty of
a set of problem instances for certain algorithms. While there is
much literature that has established easy–hard phase transition
control parameters for a particular optimization problem, there is
little work that seeks to generalize what has been learned to provide
possible measures of instance difficulty for other related problems.
It is timely to take stock of what has been learned about specific
optimization problems, and how this knowledge can be applied to
related problems. In this paper we have presented generalized
formulations of classical problems. A wide collection of problem-
specific features have been reviewed, and we have discussed the
opportunities to adapt these features to other problems exhibiting
similar structures. Our generalized formulations are intended to
reveal the relationships between specific problem formulations, and
to suggest suitable features from related problems that may be
predictive of algorithm performance. We have also reviewed a
number of problem-independent features of an optimization pro-
blem in the form of landscape analysis. Landscape metrics are
usually not suitable as features for automated algorithm selection,
due to the fact that they require knowledge of all local and global
minima of the problem. Nevertheless, they can provide a useful set
of features to explore why some algorithms struggle on certain
classes of problem instances, and can assist with the goal of insight
and improved algorithm design.

The algorithm selection framework of Rice provides a firm
foundation upon which future research can develop. The construc-
tion of candidate features to measure instance difficulty is an
important first step. If the quality of the meta-data is sufficient,
particularly in how we generate a diverse enough set of test
instances while measuring and selecting the ‘‘right features’’,
we will have greater chance of success when answering both
questions addressed in this paper: which algorithm in a broad portfolio

is likely to be best for a relevant set of problem instances? As well as the
more ambitious question, for which types of problem instances can we

expect a given algorithm in a portfolio to perform well, and why?
Acknowledgments

The authors are grateful to the two reviewers and editor for
their valuable suggestions which greatly improved the clarity of
this paper.

References

[1] Achlioptas D, Naor A, Peres Y. Rigorous location of phase transitions in hard
optimization problems. Nature 2005;435(7043):759–64.

[2] Ali S, Smith KA. On learning algorithm selection for classification. Applied
Soft Computing Journal 2006;6(2):119–38.

[3] Alon N, Fischer E, Krivelevich M, Szegedy M. Efficient testing of large graphs.
Combinatorica 2000;20(4):451–76.

[4] Alon N, Fischer E, Newman I, Shapira A. A combinatorial characterization of
the testable graph properties: it’s all about regularity. In: Proceedings of the



K. Smith-Miles, L. Lopes / Computers & Operations Research 39 (2012) 875–889 887
38th annual ACM symposium on theory of computing. New York, NY, USA:
ACM; 2006. p. 251–60.

[5] Angel E, Zissimopoulos V. On the classification of NP-complete problems in
terms of their correlation coefficient. Discrete Applied Mathematics
2000;99(1–3):261–77.

[6] Angel E, Zissimopoulos V. On the hardness of the quadratic assignment
problem with metaheuristics. Journal of Heuristics 2002;8(4):399–414.

[7] Anstreicher K, Brixius N, Goux JP, Linderoth J. Solving large quadratic
assignment problems on computational grids. Mathematical Programming
2002;91(3):563–88.

[8] Anstreicher KM, Brixius NW. A new bound for the quadratic assignment
problem based on convex quadratic programming. Mathematical Program-
ming 2001;89(3):341–57.

[9] Avis D. A note on some computationally difficult set covering problems.
Mathematical Programming 1980;18(1):138–45.
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