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Abstract

In this paper we present a novel nonparamet-
ric Bayesian approach to domain adaptation
for statistical language models. Specifically
we describe a model consisting of a hierarchy

of hierarchical Pitman-Yor language models
(Teh, 2006; Goldwater et al., 2007), show
one way to estimate such a model, and ex-
plain how inference in such a model can be
intepreted as a kind of Bayesian interpolation
between language models. We provide empir-
ical evidence that this approach is sound by
demonstrating improved smoothing between
disparate corpora.

1. Introduction

There are many real-world domains for which one may
not have a sufficient quantity of training data to re-
liably estimate a useful model. Obtaining sufficient
quantities of training data for these “specific” domains
can be a significant logistical or economic challenge. In
some cases, however, there may already exist a large
quantity of training data from a related or more “gen-
eral” domain. The phrase domain adaptation is used
to describe modeling techniques that seek to utilize
general data to improve modeling of specific domains
(Daumé III & Marcu, 2006; Ben-David et al., 2007).

Various approaches for solving this problem in lan-
guage modeling have been proposed and studied. Mix-
tures of n-gram languge models in which the mixing
weights themselves were a function of some number of
preceding words were studied by (Kneser & Steinbiss,
1993). Static mixtures of smoothed n-gram models
and various methods of estimating single n-gram mod-
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els by combining count statistics from multiple corpora
were compared by (Iyer et al., 1997). Using world wide
web search engine query results to improve trigram
models was found to improve n-gram language mod-
eling by (Zhu & Rosenfeld, 2001). A recent and quite
extensive review of these and several other adaptation
approaches can be found in (Bellegarda, 2004).

Starting with a brief review of hierarchical Pitman Yor
process (HPYP) language modeling, we then introduce
of the hierarchy of hierarchical Pitman Yor process
(HHPYP) language model which addresses the prob-
lem of domain adaptation in langauge modeling.

2. HPYP

In a normal Pitman Yor process language modeling,
the distribution over words following a particular con-
text (set of antecedent words)

wt|wt−1, wt−2 ∼ G0

{wt−2,wt−1}

(here the context length is two) is itself a random dis-
tribution

G0

{wt−2,wt−1}
∼ PY(d2, α2,H)

where PY(d, α,H) is a Pitman Yor process with dis-
count d, concentration α, and base distribution H.
When the base distribution is the distribution over
words following the same context with one fewer an-
tecedents, H = G0

{wt−1}
, and G0

{wt−1}
is itself a random

distribution which is distributed according to a Pit-
man Yor process with yet another more general base
distribution, then the resulting model is referred to as
a HPYP language model. This “recursion” continues
until the set of antecedent words is empty; in that case
the “root” Pitman Yor process is typically given a base
distribution which is uniform over the corpus vocab-
ularly. Such a HPYP language model is clearly very
closely related to a hierarchical Dirichlet process and
model estimation procedures such as Gibbs sampling
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can be straightforwardly adopted. The most help-
ful intuition about the HPYP language model comes
from its relationship to non-Bayesian language model
smoothing in which the distribution over words fol-
lowing a long context “backs-off to”, or alternatively
stated, is “centered on” a distribution over words fol-
lowing a shorter context. As training data counts grow
sparse for word/context combinations when contexts
are long, it makes sense to design models that “fail”
gracefully, resorting to less complex but easier to esti-
mate models when the training data is insufficient to
estimate the more complex model.

We carry this same intuition over into our develop-
ment of the hierarchy of hierachical Pitman Yor pro-
cess (HHPYP) language model. Assume that we have
corpora from two domains D1,D2. While for domain
adaptation purposes we could simply train a single
HPYP model on the union of the two corpora, or form
a convex combination of two HPYP models trained
individually on each corpus, we instead take the ap-
proach common to Bayesian domain adaptation ap-
proaches and specify a hierarchical model that allows
statistical sharing between the models of each corpus.
The model we propose has the same form as the HPYP
except that the base distribution of every Pitman Yor
process in the hierarchy is different, namely

GDi

{wt−2,wt−1}

∼ PY(dj , θj , πG
Di

{wt−1}
+ (1 − π)G0

{wt−2,wt−1}
).(1)

This choice of base distribution has the following in-
tuitive justification: the distribution over words in a
particular context in a particular domain could reason-
ably either back off to a distribution over words given
a shorter context in the same domain or a distribu-
tion over words given the whole context in a general
domain. Here π is the parameter that controls how
closely the base distribution is tied to the domain spe-
cific model or the general model.

We call the statistical entity described by Equation 1
a “graphical Pitman Yor process” and establish pos-
terior sampling algorithms for such a model. There is
a natural extension of the Chinese restaurant process
for such models which we call the multi-floor Chinese
restaurant process.

3. Discussion

Encouraging preliminary HHPYP domain adaptation
results have been established for models of the Brown
and AMI corpora (Kucera & Francis, 1967; Carletta,
2007). A baseline test corpus perplexity (twenty thou-
sand words from the AMI corpus, disjoint from the

training data) was computing using a single HPYP
model of the union of a million word subset of the
Brown corpus and a six hundred thousand word subset
of the AMI corpus was established. An HHPYP model
was trained using the same Brown and AMI corpora
subsets. The HHPYP achieved lower test perplexity
than the HPYP model of the same data. Additionally,
our experiments suggest that using an HHPYP lan-
guage model for domain adaptation may require less
domain specific training data than a naive model to
achieve a given test corpus perplexity.
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