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Outline

• Formulation 

• Different types of structured sparsity 

• Application: dictionary learning
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Given data  
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• Sparsity hypothesis: not all dimensions of x are needed (many features 
are irrelevant) 

• Setting the corresponding weights to zero leads to a sparse w



Why Sparsity?

• Easier to interpret 

• Generalize better 

• Fast to run
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Norms: a quick review
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• L1-regularization naturally leads to sparse solution



L1-norm
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Sparsity on a grid
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• Sparse solution is not very useful, and we still need 
all the input features 
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Group sparsity
• D features 

• M groups,                 ;     
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Regularization: L1-norm of L2-norms 
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Observation: In L1-norm each feature belongs to exactly one group



Structured sparsity

• Structured sparsity cares about the structure of the feature space 

• Group-Lasso regularization generalizes well and it's still convex 

• Choice of groups: problem dependent, opportunity to use prior 
knowledge to favour certain structural patterns



Structured regularization
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Tree structured groups 
Assumption: if two groups overlap, one contains the other 
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If a group is discarded, all its descendants are also discarded



Contiguous patterns
 Sets of possible zero patterns  and possible non-zero patterns



Contiguous patterns
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G is the set of blue groups. 

Any union of blue groups set to zero leads to the 
selection of a contiguous pattern (red).



Arbitrary groups
In general: groups can be represented as a directed acyclic graph  
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Hierarchical MKL:



Application: dictionary 
learning



Application: dictionary 
learning



Application: dictionary 
learning



Application: dictionary 
learning



Application: dictionary 
learning



k-NN classication based on decompositions



Thank you!


