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Abstract

We believe thatthe lack of advancementn the developmentof novel distributed systems
is the direct result of a lack of necessarjunctionality to correctly describeand imple-
menttheir communicatiorrequirements.Existing communicatiorprotocols,specifically
the TCP/IPsuite,caterstrictly to staticpoint-to-pointdatastreamsThe currentstateof the
Internetclearly reflectsthe strengthsand weaknessesf this model: Popularapplications
arealmostuniversallystructuredasclient-serer.

The difficulties in realizing effective servicelocation and client mobility are the
consequencef anetwork abstractionn whichonly endpointsnaybe namedandmessages
travel only from pointto point. By namingindividual datastreamsndallowing thenetwork
to resohe changingendpointparticipation thesegoalsbecomevery easyto address.

Theexistingcommunicationsnfrastructurds theinevitable resultof long-standing
preconceptionsf network anddistributedsystencomposition.Thenetwork is non-wholistically
treatedasa collectionof disjointendpoints Messagesretreatedassecond-classbjectsin
an ervironmentwhereonly endpointsare named.Goalsof transparencareimplemented
at the lowestpossiblepoint in the systemthroughabstractionsuchasRPC[4] which, in
anattemptto make procedurecallsseemlocal, makesit impossibleto publishdistribution-
relatedfault andcontrolmessageto applications.

Theexisting network infrastructuredoesnot meetthe needsof emeping distributed
systemsFor thisreasonit is arelevanttime to reconsidethedesirablegunctionality of the
network infrastructure.

This paperintroduceghe concepiof a communicationslow. Theflow is in mary
waysanextensionof previouswork regardingdatastream-centricommunicatiorj12] that
hasbeenaugmentedpecificallyto supportthe demand®f large-scalaistributedsystems.
A flow is anamedentity that providesa handleon the network resourcesissociatedavith a
datastreamin the samemannerthata procesdD associatefocal resourcesvith acompu-
tationaljob [19].
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Chapter 1

Intr oduction

At theheartof all softwaresystemdiesthetaskof informationmovement.Datais generated
at somepoint within a systemandthenmovedto somenumberof other points, possibly
beingmodifiedalongtheway.

Recently mary large-scaleprojectshave begun to build very large, Internet-scale
distributed systems. Theseprojectsaim to provide world wide accesgo distributed file
systemd13], mediadelivery [22], andso-calledubiquitous[17], invisible [11], or pena-
sive [20] computingervironments.In additionto theseresearclsystemsindustrialprojects
suchasMicrosoft's .net’ ! [6] framevork attemptto allow the provision of distributedser
vicesacrossheterogeneoudevicesat the Internetscale.

With theseambitiousprojects themechanismsf informationsharingarebecoming
moreimportantthanever. Unfortunatelythearchitecturef theunderlyingcommunications
infrastructureis not evolving as quickly asthe demandsof this new classof distributed
application.Frequentlydesiredunctionssuchasquality of service groupcommunication,

andmobility 2 mustbeinefficiently provided, asthey arenot supportedvithin the network.

1Pronounceddot net'.
2to nameonly afew...



The TCP/IPprotocolsuitehasremainedessentiallyjunchangedinceits inception,
and hasmanagedo scalewell beyond all expectations. However, TCP/IP is unableto
efficiently supportapplicationsthat are not client-serer in nature. Attemptsto develop
applicationswith a collaboratve groupstructureresultin excessie resourceconsumption,
poorscalability anddifficultiesin handlingfailure. Thisis very problematichecausgroup
communicationgreexactly whatis requiredof this emeging classof application.

This papermresentshe communicatiorflow, a stream-centrienodelfor distributed
communicationsThe flow is a namedstreamof communicatiorthat providesmary prop-
ertiescrucialto the developmentof very large, finely distributedsystems.

Ourintentionis thatthe flow modelbe consideredsa network protocolthatwould
operatean parallelwith TCP/IP However, asthe deploymentof a newv network protocolis
anunrealisticinitial approachwe presenta prototypeof our modelasa middlevarelayer

abore TCP/IP



Chapter 2

RelatedWork

As flows areintendedto actasa universalcommunicationsbstractiorfor distributedsys-
temsatthelnternet-scalethey fit betweerseveralbroadareasf existingwork. Thissection

presentsummarie®f pertinentwork in eachof theseareas.

2.1 Stream-centricCommunication Models

Uniquely namingcommunicatiorstreamgrovidesmary adwantagesNamedstreamsnay
bereferencedo optimizedatamovementacrosasystem Namesnaybeusedasreferences

to dataacrossapplicationdomains.Thefollowing systemsxemplify theseproperties.

2.1.1 NamedPipes

Namedpipeswereimplementedvery earlyin UNIX. The mechanisnallows a namedfile
handleto be createdandaccesse@dsa FIFO messageueue.Any applicationon a single
hostcould connectto the queueand sendor receve message$. This mechanisnseems

to bethefirst pointin operatingsystemsdevelopmentin which it waspossibleto namea

INotethatUNIX namedpipesstill do nothave ary notionof supportfor groupcommunications.
Their behaiour with morethanonesendeior recever is undefinedcandmaybeerratic.



specificcommunicationsesourcejndependenbf endpoints. This decouplingprovidesa

new degreeof flexibility to concurrentpplications.

2.1.2 Plan9

Plan9 [28] is an operatingsystemdevelopedat AT&T Bell Labs. The systemcarriesthe
notion of namedpipesfurther by treatingevery resourcen the systemasafile. All com-
municationchannelsincluding TCP streamsappeasfilesin thelocalfile system.Thisis
similarto theperspectie presentedby flows, in thatstreamareindividually namedateach
local host. It is differentthough,in thatthe streamnameshave no relevancebeyond the
local host;they do notidentify anend-to-endcollectionof resourcesvho areparticipating

in the stream.

2.1.3 Scout

Scout[12] is acommunications-orig¢ad operatingsystemthat uses paths which areop-
timized routesfor dataacrosshe system.For instancea Scoutsystemis ableto setup a
pathfor MPEGvideothatmovesdatafrom thenetwork interfaceto the MPEG decodeiand
thento thedisplayasquickly aspossible.

Scoutpathsaxist primarily asanoptimizationmechanisnfior datatransferalthough
they do represent fundamentathangein the way that this transferis representedvithin
systemcode. Pathobjectsare createdn the systemandboundto by moduleswho partic-
ipatein a particulardataflow; this changeghe perspectie with which programmersnust
approachndividual moduleswithin the system.

For the mostpart,we seemary of the propertiesof scoutpathsasa complimentary
mechanisnto flows. Indeed,flows addressa fundamentaproblemin Scoutpaths,which

is the needto usea paclet classifierin orderto determinewhich streaminboundpaclets



belongto. Therearesereralaspect®f Scoutpathsthatwouldbenefitfrom areconsideration
in orderto provide amoregenerapurposesystem.Firstof all, pathsareunicastandtendto
becreatedwithin ahighly local scope We feel thata greatdegreeof extensibility mightbe
affordedby providing multicastsupportanda meansof sharingPathiDswithin the system.
Additionally, it may be beneficialto provide paths? that are expresslywilling to accept
sup-optimaberformanceAn exampleof this mightbea modulethatgathersstatisticson a
givenpathandis willing to acceptalossof messagesinderhighload,in orderto presere

performanceacrosgherestof thesystem.

2.2 |IP Multicast

IP Multicastis an extensionto the InternetProtocol (IP) to allow multicasttransmission
of IP paclets. Many commercialrouterscurrently provide somedegree of supportfor
multicastrouting. The multicastprotocolshave evolved slowly overthelife of thelnternet,
having beenembodiedoy anoverlaynetwork calledthe MBONE. In recentyears therehas
beena strongdrive towardsproviding integratedmulticastsupportthroughouthe Internet
andmary RFCshave beenputforward arguingthe meritsof varyingapproacheso routing
traffic. IP Multicastwill inevitably bring considerabléenefitto distributed systemswho
will beableto drasticallyimprove their useof the network.

Despitethe obvious benefitsof IP multicast,concernsexist regardingits security
performanceandscalability Routersmustbetrustedto forward pacletsappropriatelyand
almostall aspectof securityareleft to overlying applications.Dueto thefactthatrouting
is handledin a completelydecentralizednanner join andleave latenciesare significant.
Finally, the namespaceresenred for multicaststreamspresentsaadministratie difficulties

andmayalsonotbelarge enoughto supportthe globalcommunity

2or sub-paths...



2.3 Publish and SubscribeEvent Ar chitectures

During the pastdecademuchwork hasbeendonein demonstratinghe usefulnes®f pub-
lish and subscribeevent infrastructuredo large distributed systems. One of the guiding
obsenrationsof this researchhasbeenin the acknaviedgementhat publishandsubscribe
eventsystemsare an extremelyusefulinfrastructurefor building large distributed systems
[26, 16] but aredifficult to scaleeffectively [5]. The publishandsubscribenodelis powver
ful becausé providesanamecdchandleonacorversatiorbetweerany numberof distributed
parties.As messagearepublishedo andrecevedfrom thenamedcornversationendpoints
arenot ashighly coupledandthe systemmay easilybe extended.

From a conceptualperspectie, thereis very little differencebetweenissuinga
subscriptionin a publish and subscribesystemand joining a multicastcommunications
channel.Both mechanismslecouplesenderandrecever, while still allowing system-wide
mary-to-mary messagepassing. In practice,the only real differencebetweentheseap-
proachess that existing network multicasttechniquesdo not allow the samedegree of
messageaepecificatiomstypedeventsystems.

Oneintention of flows is to forge a middle groundbetweenthesetwo solutions.
Groupmessagingystemslearly benefitfrom network level multicastand messagdilter-
ing, however, network abstractionsnustprovide structureghat make themmapappropri-
atelyto this sortof system.

A very large numberof publishand subscribesystemshave beendevelopedand
arein usetodayin commercialdistributed systems.Several of thesesystemsare presented

briefly here.



2.3.1 The Information Bus

ThelnformationBus[26] wasdevelopedasa commercialdistributedsysteminfrastructure
in the early nineties. The systemprovided publishand subscribestyle distribution to ap-
plicationsrequiring zero down time and upgradability Sampleapplicationscited by the
authorsarestockfloor systemsandintegratedcircuit manufcturingplantsystems.
Thearchitecturevashuilt atopTCP/IR andusedspecializedenersto handlemes-
sagequeuing.Ethernetoroadcastvasusedasa optimizationfor groupcommunicatiorin

local subnets.

2.3.2 Gryphon

Gryphon[16] is a departurdrom traditionalsubject-base@ublishandsubscribesystems.
In Gryphon,subscribergssuesubscriptionsastuples,which describethe specificcontent
thatthey would like to receve. Thesetuplesare pusheddown into the network andaggre-
gatedto form messageoutingfilters at eachroutingnode.

Theadwantagedo this approacttanbe seenn anexampleof afile sharingsystem.
Individual nodesmay issuesetsof subscriptionglescribingthefiles thatthey arecurrently
sharing.Querymessagemay be publishedwithin the network, andwill beroutedto only

the nodeswith matchindfiles.

2.4 Remotelnvocation and Middlewar e

TCP/IPprovidesasingledatastreanbetweertwo hosts.In orderto addfunctionalityabove
this simpleabstractiondistributed systemdypically provide a mechanisnto remotelyin-
voke or passmessaget applicationson otherhosts.This sectiondescribesereralexisting

mechanismsor this, andattemptdgo identify how eachmodelexpressesailure anddistri-



bution to overlying applications.
The differencethat we hopeto identify in this sectionis the capability that flows

provide in enablingthe extensionof theseapproacheso handlefaults. More on this later.

2.4.1 RemoteProcedure Calls

Themotivatingideabehindremoteprocedurecalls[4] is thattheinvocationof codeonare-
motehostcanbemosteasilyrepresented it is syntacticallyidenticalto alocal invocation.
Thenotion of RPChasexistedsinceat leastthe late seventies,andhasbeenaninfluential
principlein the designof distributed systemsaver since.ln RPC,additionalcodeis added
behindthe scenesand may even be generatechutomatically to packageparameterand
shipinstructionsacrosghenetwork. Theabstractioraddsatremendousimountof simplic-
ity to applicationcode,but at a cost: remoteinvocationbehaesin a considerablydifferent
mannerthanlocal invocation. Lateny is anissue,asinvocationtime in anoptimizedsys-
temis still typically several ordersof magnituddongerwhencalling remotely Moreover,
errorscannotbe expressedo applicationghrougharything but the returnvalue of alocal
call. This malesit very difficult to identify andresole, from the application,problems

with the network or remotehost.

2.4.2 Distrib uuted COM

DCOM is Microsoft's approachto remoteinvocation. Microsoft acknavledgesthat RPC
maskssomeerrorsdueto the local-seemingyntax,andcompensateby defininga result
field thatis capableof representin@g broademrangeof errors. The nameof this resulttype
is HRESULT, andnon-distriluted COM methodsalsoreturnvaluesof thesametype. So,in
attemptingto broadenthe scopeof fault representationMicrosoftimposeshe distributed

error framework on local invocations. Still, this approachforcesan opensetof errorsto



be representedvithin a singlereturnvalue, which is a numericfield referringto a setof
constantdn an errorsheaderfile. As such,this approachallows only a slightly greater

amountof expressrenesshantheoriginal RPC.

2.4.3 CORBA

The CommonObject RequestBroker Architecture(CORBA) [27] is a standardfor dis-
tributedobjectmiddlevare. Theintentionof CORRBA is to overcomeissueghatstemfrom
the heterogeneityf distributed systemsby building a standardizedverlying layer The
original CORPBA specificationdid not addressssuegelatingto fault tolerance Dueto the
increasingdemandfor reliable commercialdistributed systemsa newv standarchasbeen
finalizedasof early2000for Fault-TolerantCORBA [10].

A greatdeal of effort hasgoneinto the designof the FT CORBA specification.
Indeedi,it is certainlythe casethata muchhigherdegreeof responséo faultis embodied
by the standard. However, the specificationis very complex and the potentialfor faults
to exist asa result of this approachare real. This factis demonstratedn [33], which
identifiespotentialproblemsn theinteractionof FT Corbawith legag/ Corbacomponents.
Moreover, for themostpart CORBA attemptgo provide distribution transparentlyo appli-
cations;althoughfaultsarehandlednmuchmoreappropriatelywithin the Corbamiddlewvare,

applicationsdo not necessarihave the opportunityto addresshematall.



Chapter 3

The Flow Ar chitecture

A flow is auniquelynamedmessagstreamwithin thenetwork. Flows exist independently
of specificendpointsandprovide multicast,allowing ary numberof sendersandrecevers.
Flows provide IP-like best-effort messagdransportwith no guaranteesn delivery, order
ing, or flow control;thesguaranteeareleft to overlying implementations.

This sectionpresentghe driving designideasbehindflows. Wherepossible,we
avoid mentioningspecificimplementationdetails, which are presentedn the Prototype

chapter

3.1 Naming

Flows are namedby globally unique128-bit FlowIDs. TheselDs are composedf three
componentsA creatorlD (64 bits),alocationservicelD (32 bits),andalocal ID (32 bits).

The goal of this namingstructureis to provide a simple meansof creatingandlocating

0 32 64 96 127

Creator ID ‘LSID ‘ LocallD ‘

Figure3.1: FlowID Composition
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Application A Application B

listen(flowA band x)

listen(flowA, band x)

(:) listen(fl owA, band z)
—D
FIOW API handl e_adm n_bands()
——D

Network Stack
(TCP/IP)

Flow A
—

Figure3.2: Bandsallow aflow to crosslayers

flowsin alargedistributedervironment.

ThecreatorlD representshe pointwithin the network atwhich aflow wascreated.
Thepurposeof thisfield is to divide thenamingdomainof flows acrosghe network sothat
thereis no needto testfor namingconflict beyondthe scopeof the currenthost. Eachhost
is responsibldor the administrationof the IDs within the 232 entrylocal ID spacewhich
includesavoiding ID conflictsacrosssystenreboots.

ThelocationservicelD (LSID) identifiesa servicethatis responsibldor maintain-
ing the multicastrouting of the flow. LSID’s aremappedto full locationserviceflowlDs
througha lookup. Every routeron the network mustbe configuredwith accesgo at least
onelocationservice.Locationserviceswhich will be expandeduponlaterin this section,

form theadministratie domaingfor routingwithin aflow-basecetwork.

11



3.2 BandedMessages

Layering software involves a division of the systemaccordingto horizontalslices. Each
layer exports an interface to be usedwithin the layer above it, andin turn accesseshe
interfaseof the layer belov it. Operatingsystemarchitectsdiscoveredvery early that a
layeredapproacho systemstructureprovided mary benefitg7]. Commonlibrariescould
easilybereusedanduserlevel applicationscould be protectedrom oneanother Layering
hasalsoprovenusefulin the developmenibof datanetworks, the OSl specifiesa seren-layer
universalmodel [34] for network protocolsagainstwhich all popularprotocolsmay be
mappedo somedegree.

Although layersfacilitate the architectureof systemsn mary ways, they impose
interfacesthatgreatlyconstrainverticalinformationflow. In distributedsystemspneof the
greatespenaltieghatresultsfrom alayeredarchitectureas theinability to expressfaultin-
formationappropriatelyRPChidesthe compleities of remoteinvocationby makingthem
appeamssimpleprocedurealls,a“well-known andwell-understoodnechanisnfor trans-
fer of controlanddatawithin a programrunningon a singlecomputef [4] The downfall
of this approachis thatby makingcalls appeaiocal, RPCforcesa muchbroaderealmof
errorsto behandledwithin thesamedocal scope.Thisleadsto difficultiesin describingand
respondingto faults appropriately The shortcomingf a stronglyimposedlayering are
not limited to fault handling. Layeringalso effects systemflexibility and extensibility by
providing generalizedbut non-unversalinterfaceq31]. Additionally, performancenaybe
lost dueto theoverheadf procedurecallsanddatacopying acrosdayers.

Theseweaknessesf layeringare not unknavn to researchersSeveral operating
systemshave beendeveloped[9, 24] thatattemptto minimize interfacesbetweenapplica-
tionsandraw devices, providing only protectionand multiplexing of interfacesto mono-

lithic overlying applications.This approachhowever, representsin oppositeextreme:the

12



weaknessesf layering are eliminatedat the costof the benefits. Thesesystemsprovide
limited opportunitiesfor horizontalintegrationbetweenconcurrentasks,makingsystem-
wide servicessuchasdisk andmemorymanagemendifficult to provide.

The Scoutoperatingsystem[12] makes a significantcontritution by recognizing
the benefitof a generalizednodelfor paths By understandingvherestreamsf dataare
generatecindmustbe deliveredwithin the OS, Scoutprovidesthe ability to optimizethe
transmissiory providing thefastespathfor thedatato be deliveredthroughthe operating
system.Theauthorsof Scouttermthis optimizationa vertical integration of thedatapath.

Flows includea mechanismgalled banding,within the messagestructurethat al-
lows averticalintegrationof communicatiorstreamswithin a system.Bandingallows the
contentf adatastreanto belabelled,andallows thenetwork andendpointsystemso fil-
terfor specifichandswithin astream WhereScouttakesadvantageof averticalintegration
to optimizedatatransferacrossnodulesflows allow message® passacrossll layersof a
system potentiallyinteractingwith ary of them,in anattemptto provide flexibility andex-
tensibility Thisis aconsiderableleparturdrom thelimited expressienessandend-to-end
designof TCP/IR

In TCP/IR datastreamsareone-dimensiongpipes. It is an establishegracticeto
sendtyped messagesvithin a stream,and recentfeature-richroutersprovide the ability
to eavesdropon paclet payloadsin orderto make routing decisions(e.g., load balanced
routing accordingto HTTP requests). This is an expensve operationwithin routers,as
readingandre-addressing CP datais complicated.Flows solve this problemby allowing
datastreamsto be subdvided into bands The flow headerincludesa field that allows
message® optionallybe assignedo oneof 128bandswithin a datastream.

Bandsallow a separatiorof concernawithin the stream.The first thirty-two bands

arereseredfor administratioranderrorreporting.For instancea flow’s multicastrouting

13



treeis describedwithin the zeroband. By separatingnulticasttree membershigrom ap-
plication traffic, we allow routersto be aware of a flow andeasilyallow connectechosts
to join withoutincurringthe overheadof the entirestreams traffic. Moreover, bandsallow
routingelementdo easilyidentify andhandleadministratvre messagewhile simplyrouting
normaltraffic.

Bandmembershijs currentlyrepresentethroughoubur systemasa128-bitmask.
Routingnodesassociate bandmaskwith eachport,andpushbandsubscriptionglovn into

the network to reduceunnecessariraffic.

3.2.1 Band Filtering

Flow multicastsareorganizedascore-basetrees2] with a dynamicallyconfigurablemul-
ticastcore. The useof bandsallow a given flow to provide arangeof contenton a single
sharedmulticasttree. Endpointsusebandsto describehe specificcontentthatthey arein-
terestedn receving andfiltersthatdescribehesebandsarepusheddown into thenetwork.
All routersin a flow track the upstreanrouting pathfor thatflow. The upstream
pathis the routetowardsthe flow core. All flow messagemustbe deliveredto the core
in orderto ensurethatthey have the potentialto reachall interestechodes sothe maskon
the upstreanpathnever performsary filtering. Downstreanportsarewheretraffic in the
network is filtered to reflectclient interests.Whena client registersinterestin a specific
band,a messagés senttowardstheflow’s multicastcore,resultingin a modificationin the
downstreambandmasksfrom the coreto that endpoint. At eachrouter the downstream
bandmasksreflectan aggrgateof all interestsbelow that port. All messagepostedto a
flow travel to the coredirectly, but areonly percolatedo participantdn thesharedreewho

areinterestedn receving them.

14



3.2.2 Multicast TreeBand

The multicasttreeis maintainedby a single bandwithin eachflow, bandzero. Routers
and endpointsmay join a flow on this bandin orderto becomea memberof the shared
treefor a flow, but will notreceve ary traffic beyondwhatis requiredin orderto maintain
the multicasttreeitself. This approachallows tree membershimndreconfiguratiorto be
carriedoutin theabsencef actualtraffic. It alsoallowstraffic subscriptiorwithin aflow to
beupdatedrery effectively, asmulticastrouteshave alreadybeenestablishedor theshared

tree.

3.2.3 Differentiated Sewices

Endpointsareresponsibldor local routingof messagesncethey arerecevedfrom aflow.
Many applicationswithin a givenendpointmay beinterestedn receving messagefom a
flow, additionallyindividual bandsmay needto bedemultiplexed anddeliveredto different
pointsin anapplication.

Onceanendpointhassubscribedo a flow, applicationsnayaddreceve queueghat
filter for specificbands. The benefitof this approachs that the propertiesandbehaiour
of eachqueuemay be specifiedseparatelyallowing for a differentiationon how inbound
messagearedelivered.In the currentimplementationthis differentiationis fairly limited,
allowing the size of the inbound queueto be configuredin orderto avoid overrun and
droppedmessagesin a completesystem,it is foreseeabldo specify drop stratgiesand
partialorderingto individual bandsandpushthesepropertiedovn into the network aswell.
This is a significantbenefitof the bandedapproachbecausanessagewithin a channel
may be cateredto differently Costly operationssuchas messagerderingand delivery
stratgjies, may be provided by an extensiblesetof endpointdatatypesandaffect only the

necessaryraffic within aflow.
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3.3 Locality

Theability to multicastis veryimportantto allow acollectionof hoststo efficiently commu-
nicateasagroup.Howeverfor someapplicationssuchasresourcaliscosery, communicat-
ing with anentiremulticastgroupmaypresentartoo muchoverheado provide asuficient
solution. Additionally, in mary casest maybedesireabldo communicatevith otherend-
pointswho are‘local’, accordingto somedefinition, to the currenthost. To addresghis,
flows provide amessagelelivery optioncalled locality.

Trying to find aresourcédn a peerervironmentinvolvescommunicatingvith other
hostson the network in orderto find adesiredresourcehatis available,andhasanaccept-
ablelevel of performance This is difficult becausef the potentialneedto contacta large
groupof connectedostsin orderto find thedesiredresource The bruteforce approacho
thisproblemis to broadcassearchrequestso all participants Thisapproachs unappealing
dueto the large amountof traffic andcorrespondinghhigh processingequirementsThe
file sharingapplicationGnutella[1] hasbeenshovn to demonstratéhe problemsof scaling
this approachwithin a unicastnetwork. The useof multicastallows a partial solutionto
the problemby greatlyreducingthe volumeof traffic generatedy attemptingto simulate
multicastin anoverlay however multicastalonestill requireshatmessagebe deliveredto
all participantsn agivenmulticastgroup.

Locality providesa furtherrefinemenof messageelivery within a multicastchan-
nel by providing TTL-lik e limitations on multicastdistance Flow messagemay specifya
locality type andvalueasa delivery parameterAs a flow messagés routed,routersapply
alocality modifierto thelocality value of the messageWhena message'locality reaches
zero,it is dropped.

Therearemary possiblewaysof consideringocality, asthe ‘nearnessbf two net-

work endpointscanbe expressedn ary numberof ways. A setof locality typesaresup-

16



portedto describedifferentnotionsof locality whenrouting messagesExamplelocality
typesinclude bandwidth,delay and geographicarea. Bandwidthand delay modifiersare
dynamic,and may be automaticallytunedat flow routersto reflectcurrentnetwork con-
ditions betweemeighboringrouters. Geographidocality is handconfiguredto reflectthe
physicalconfigurationof the network. For example,in ourlabageographidocality of zero
representshelocal application,onerepresentshelocal host,two representshelab room,
andthreerepresentshis floor in the building. Geographidocality allows a flexible repre-
sentatiorof the physicalnetwork thathasprovento beextremelyusefulin locatingdevices
suchas printersappropriately Within a given locality, applicationsmay use expanding
ring-searcheto locateresourcest iteratively moreremoteareasof the network.

In addition, scopesof locality thatrepresenthe local hostallow flows to be opti-
mizedfor useasafastmessag@assingmechanisnbetweerapplicationswith exactly the
sameinterfaceasremotecalls.

A similar notionto locality, knovn asTTL scopeexistsin Internetdraftsrelating
to IP addressingndmulticast[21, 25, 32]. ScopeallowsthelP TTL field to determinehow
far multicastmessageshouldbe sentanddefinesa smallnumberof geographidivisions
within the 8-bit TTL range.As the numberof hopsbetweemetwork endpointds not nec-
essarilyindicative of geographidistanceor expectedperformanceT TL is notauniversal
solutionto expressingnearnesswithin the network. Locality providesa mechanisnwith
which differentmeasuresf nearnessnay be describedandmessagesoutedaccordingly
Notehowever thatthe existenceof locality doesnotdisplacetherealgoalof the TTL field,

whichis ensurghatmessagearenot routedendlesslywithin the network.
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3.4 Administration

This sectiondescribeperationgequiredwithin the infrastructureto provide administra-
tion of flows. Hostsmustbe ableto join andleave flow multicasttrees routersmustmain-
tainflow tablesandgarbagecollectinactive flows. Routersmustalsobeableto reconstruct

flow routingtablesin orderto recover from failure.

Creating and Destroying Flows

The notionsof flow creationanddestructiorexist strictly asconvenienceso endpointop-

eratingsystems As flows arenamedon a host-specifidasis,thereis no potentialnaming
conflict that must be resoled within the network in orderto instantiatea new instance.
As such,the createanddestry functionsexist only to managelow-relateddatastructures

within thelocal operatingsystem.

Joining and Leaving Flows

A hostwishingto receve messagefrom a flow mustjoin the flow's multicasttree. This
join is anasynchronousperationduringwhich the client sendsa join requestandexpects
to be attachedo the flow or receve an error messagehortly afterwards. The client join
messagéasthefollowing format:

flowjoin(flow D, bandnask)

This commandgenerates source-routegnessageo the membershighandof the
flow describingthe join request. A membershigbandhoston the flow may respondto
the join requestimessageavith a join apprave messagewhich cascadedackto the client
extendingthe flow’s multicasttree.

Hostsmay alsoexplicitly leave flows by issuingthe flow_leave command:

fl owl eave(fl ow D, bandmask)
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This commandresultsin the generationof a leave messageon the membership
bandof the flow. This messagés largely for the benefitof applicationswishing to track
membershipTheleave commandwill alsocausearoutingupdatemessagéo be sentfrom
thehost,indicatingthatit nolongerwishesto receve the specifiedmessages.

Note that join andleave messagesboth specifya bandmaskaswell asa flowlD.
Bandsprovide a flexible meansof optimizingmessagdlow within a sharedmulticasttree:
All membersf a flow participatein the multicastband,which is a bandresered specif-
ically to markthe global multicasttreefor a specificflow. The bandmaskshatindividual
hostsspecifymay be pusheddown alongthe multicasttree,allowing flow messageto be

filteredat optimal pointswithin the multicasttree.

Garbage Collecting Routing Tables

As flows are not explicitly createdand destrged at endpointsor througha centralrout-
ing system routersmustgarbagecollectflow routing tablesto remove entriesfor inactive
flows. We choosethis approachbecauseave believe thatit providesa scalablesolutionto
maintainingroutingtableswithout necessitatingry sortof centraladministration.

In additionto thefieldsthatdescribearticipatingportsandbandmasksputersalso
maintaina field that marksthe last epochduring which a messagevas seenon eachport
thata flow is routedon. This is a smallinteger, thatis incrementedo reflectthe routers
currentepochwheneer a messageés receved from that flow on that port. The epochis
incrementegeriodically andafterathresholdnumberof epochsakeep-ale pingis send
to the flow on the port. After a secondhresholdhaspassedthe portis deletedfrom the
flow’s routingentry Onceall of the portshave beendeletedtheflow’s entryis removed.

This approachallows routersto maintaintheir own tablesthrougha background

task. Furthermorethe amountof traffic generatedn orderto maintainflows is very small.
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3.5 Fault Expressionand Handling

Oneof the primary benefitsof bandingis to provide a meanso publishfaultinformation
within the context of a distributed system. Specificbandsmay be chosento carry fault
messagegpertainingto someaspectof the distributed system,and arnyone receving the
flow maychooseo listento messagesn thesebands.

Usingflowsin this way presentsa fundamentatlifferenceto network communica-
tions. In TCP/IR it is expectedthat only the endpointapplicationswill add andremove
message®n the stream. The model can be consideredas two queues,connectedby a
transportsystem.The transportsystemincludeseverythingbelov the application,includ-
ing middlevare, the network stack, the operatingsystem,the network interface and ary
devices,suchasroutersthatlie in the pathbetweerthe two communicatingapplications.

Therearetwo weaknessewith respecto faulthandlingin the TCP/IPmodel.First,
thetransporsystenis very complex. Many thingscanpotentiallygowrongin thetransmis-
sion of messagedyut this systemhasno meansof interactingwith the messagetreamto
reportor respondo problems.Secondthemessagéuffersat eitherendof thestreamhave
avery limited capacityto handle'out of band’ data— datathatrelatesto the stream but is
notpartof theexpectedapplication-specifiprotocol. TCP/IPprovidestwo flags,theurgent
bit (URG) andthe pushbit (PSH),to expeditedatadelivery within anactive stream.The
urgentbit is usedto alertthe recever thata specificregion of theincomingstreamcontains
urgentdata,andthe pushbit is usedto indicatethatindividual pacletsshouldnot be deliv-
eredasquickly aspossiblewithout buffering. Note that accordingto the TCP RFC[29],
urgentdatais not necessarilydeliveredout of band— it simply providesa meansto alert
therecever of specialincomingpaclets. Many flavors of UNIX extendthe interpretation
of the urgentbit, calling it TCP_.OOB (out of band)data. In thesesystemsurgentdatais

storedseparatelyfrom the receve buffer and may be readimmediatelyby clients. These
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systemsadditionally provide a signal, SIGURG, which may be usedasan up call to alert
applicationsof the arrival of urgentdata. This interpretatiorof the urgentbit is not by any
meansuniversalacrossexisting operatingsystemsihe Microsoft Windows TCP/IP stack
obeys the pushbit, but takesno specialactionwhatsoger with relationto urgentdata.

By supportingbands flows areableto addresgheseproblems.Bandsallow fault
messageo be associatedvith, but kept separatdrom, the messagetream. This means
that messagesnay be insertedwithin a flow at ary device or layer within the transport
systemwithout worrying aboutconflictswith application-specifiprotocols.Providedthat
fault messagesxist on their own band,they essentiallyrepresents completelyseparate
streamof communications. Fault messagesnay be generatedn flows from arywhere
within the system,andselectvely received arywhereelse. This allows applicationgo see
deepwithin the system,if they so desire,andtake actionin responseo faultsthat might
otherwiseneedto be resohed at lower layersin orderto maintaintransparenc By no
meangdo applicationshave to dealwith low level messagesxisting approacheto systems
continueto be applicablewith flows. However, in casesvhereapplicationswould like to
dealspecificallywith systemmessageslows provide theability to do so.

In additionto this, flows allow messagelelivery to bedemultipleced acrossa setof
gueuesat eachendpoint.An applicationthatis written for TCP may be movedto flows by
mappingits TCP accesseto a specificbandwithin aflow. Thereceve queuewill deliver
only messagesom theremoteapplication.However, theapplicationmaythenbeextended
to handlefaultsby addingadditionalhandlersandqueuedo respondo messagesn other
bands.Thesebandsmaypublishapplication-specifiaults,or maycontainfaultsgenerated
within thetransportsystem|ink errorsfor instance.

As an example,a video streamingapplicationmay usean extra bandto adwertise

overflow messagedackto the sener. The client may be moved to flows, andthenhave
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Using Bands to Provide Reliable Services

‘ Primary Video Server ‘

A status band is used between
primary and redundant servers
to monitor the ongoing
functionality of the active
server. By subscribing to this
band, redundant servers need

receiv and process only a small

fraction of service data.

Clients need only be aware
of the flow name and band

‘ Redundant Video Server ‘

‘ Client ‘ ‘ Client ‘ on which the desired content
) exists. Servers may switch
at any time with no effect on
‘ Client ‘ ‘ Client ‘ new or existing clients.

Actual service traffic, such as a video
stream, is delivered within a separate
band. Potentially, different resolutions
or video content could be delivered

on different bands within a given flow.

Figure3.3: UsingBandsto Provide ReliableServices

additionalcodeaddedto generatdault messagem the casethatits receve buffer should
overflow or underflav. Thesemessagewould be sentbackto the sener, wherea handler
could tunethe applicationto reducethe delivery rate of the stream. In addition, network
midpointsthatsupportedlows couldpublishmessageto this bandin the casethatthey too
wereexperiencingouffer overflow.

A secondexampleof usingbandsto survive faultsis shavn in Figure 3.3. The
figure shawvs how redundanseners may be provided on a flow by usinga separatdand
to monitor the stateof the active sener. In thefigure,a primary sener multicastsa video
streamto a collectionof clients. Meanwhile,on a separatéand,this sener communicates
stateinformationwith a redundantackupsener. Throughthis band,the backupsener
canbe keptawareof the currentpositionin the video streamandthe active sener’s well-
beingwithout the overheadbf receving the entirevideo stream.Shouldthe backupsener
receve a shutdevn notificationor timeouton this band,it will take over the responsibility
of multicastingthe streamdata. If this timeoutandswitch canbe executedmore quickly
thanthe clientsexhausttheir receve buffers,thenservicemay continueuninterruptedwith

the clientscompletelyunavareof the sener reconfiguration.
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3.6 Location and Routing

In orderfor flows to be usablein aglobalscopejssuesegardingtheirlocationandrouting
mustberesohed. Thesearedifficult problems andthe subjectof our ongoingresearchin
this sectionwe presenta partial solutionto the routing of flows. The shortcomingsf our
solutionareoutlinedaspointerstowardswhatareasmeedto be addressed.

The Internetis currently plaguedwith problemsrelatingto difficultiesin routing.
Primaryamongtheseis thefactthatthe network coreis unableto copeefficiently with the
volume of traffic thatis beingsent. In additionto this, it is extremelydifficult to provide
differentiatedservicesandguarantea specificquality of serviceto ary given connection.
Therearemary reasondor theseproblems:for example,the namingof endpointson the
netis very disoiganizedandmakes messagdéorwardingdifficult. Also, individual streams
cannotbe easily distinguishedeadingto difficulty in differentiatingservice. The recent
developmentof the Multi-Protocol Label Switching Architecture(MPLS) [30] addresses
mary of theseconcernswithin the network core. MPLS is not, however, an end-to-end
connectiorrepresentation.

By namingspecificstreams flows provide a corvenientmeansof differentiating
service.However, the increasedhamespaceof flows greatlycompoundsssuesn routing.
Moreover, asindividual flows arenot boundto specificnetwork endpointstheirlocationis
morecomple thanthatof IP.

We addresghe issueof flow locationthroughthe useof LocationServicegLSs).
Locationservicesarecollectionsof hostsresidingon a singleflow, who managehe multi-
castrouting of a collectionof flows. In mary ways,LSsareanalogoudo the coresof core
basednulticasttrees(CBTs)[2]. A flow’slocationserviceis identifiedthroughthelocation
field within theflowID. A flow is boundto a givenlocationservicefor its entirelife time.

Locationservicessolve mary problems.First, they actasa point of administratiorfor the
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1) Node A issues an advertise()
command, pushing a flow’s

multicast tree up to the F
associated location service.

' 2) Two additional nodes, B and
~—_ |C, jointhe flow. The multicast
tree is extended from the
location service.

3) Messages posted to
the flow from D, E,
and F travel directly

to the LS and cascade
down to subscribers.

4) Messages posted from some
non-subscribers, such as G, are
intercepted at participating G
routers, and multicast
appropriately.

Figure3.4: Multicastroutingwith flows

provision of flows. Oneof the few assumptionsnadeof the network is thata givenloca-
tion serviceis ableto find ary otherlocationservice.As such,a userneedonly be ableto
contactasingleLS in orderto gainaccesgo the globalnetwork. The secondoenefitof the
locationserviceis to actasa network midpointin orderto locateflows. Althoughflows are
labelledwith their originators uniquelD, the originatoris notboundto participatein them
forever. Thelocationservicecanbe countedon asan available entity within the network
throughwhich aflow canbelocated.

In orderto sendamessagéo anunknawn flow, theflow mustfirst be advertisedo
its associated S. Theadwertisemenof aflow involvespushinga zero-bandsubscriptiorof
aflow towardsits associatetbcationservice.Theadwertisemenestablishes link between
theendpointparticipatingin theflow, andthelocationserviceto whichtheflow will belong.
Oncead\ertised,ary endpointonthe network cansenda messagé¢o theflow.

Sendinga messagérom a nodethathassubscribedo aflow is very simple.When
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aflow is adwertised,the upstreampathto the location serviceis configuredto acceptall
messagesn all bands. The downstreampathsare configureddynamicallyto reflectthe
bandsubscription®f theleaf nodesbelon them.Bandflagsareturnedon asendpointse-
guestsubscriptionsandprunedusingthe garbagecollectionmechanismslescribedabore.
This approactensureghatall messagewill reachthe core of the multicasttree,andthen
bedistributedappropriatelyaccordingo bandsubscriptionsacrosghenetwork. Moreover,
thelocationservicemayalsousebandsto filter messagepassedcrosshe multicastcore.
As eachparticipantof the LS is aware of the subscriptionsof the hostsbelaw it, it may
adwertisethatmaskto the othercoreroutersandreducetraffic within the coreaccordingly

If a messagés sentto a flow from a hostthatis not a subscriberroutingis only
slightly different. Intermediateaouters thatdo not have routinginformationspecificto that
flow, forwardthe messageéowardsthelocationservice.ln thecasethatthe messagarrives
atarouteron theflow’s multicasttreeprior to reachingthe LS, it is routednormally Oth-
erwiseit is routeddownwardsonall pathsfrom thecore. Thisis identicalto theforwarding
approactproposedn the core-basedree[2] stratgy.

Theuseof locationservicegrovidesa benefitbeyondthe CBT mechanisnin that
it addressethe provision of a multicastcore. As LS IDs namespecificcoreswithin the
network, while still decouplingthosecoresfrom specificendpointsjocationservicesnay
adaptvely reconfigureto provide optimal routing within the network. A full exploration
of the exactfunction of the locationservice,at a global scope,is beyond the realmof this
thesis.Thereareissueghatneedresolution suchastheactualmechanism reconfiguring
LS membershipandthe partitionof heavily loadedLSs,whichwe have notyetaddressed.
Our prototype,describedn the next section,implementssimple,handconfiguredLS par
ticipantgroupsanddoesnot addresshetaskof dynamicreconfiguration.

A final shortcomingpf ourapproacHiesin thepotentialsizeof routingtableswithin
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the network core. As mentionedearlier flows compoundthe degreeto which IP already
suffers from this issuewithin the core. We discussthis issuebriefly in the future work

sectionlater.
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Chapter 4

Prototype

We have designedandhbuilt a prototypeimplementatiorof flows. The prototypeis a mid-
dlewarelibrary thatis usedin conjunctiorwith asoftwarerouterto form anoverlaynetwork
above TCP/IR The prototypehasbeendevelopedin C andhasbeenwritten for usewithin
Linux.

This sectiondescribeghe designandimplementatiorissuesof the prototype.The

client library androuter are presentedgseparatelyfollowed by an explanationof the flow

messagestructures.

4.1 Client Library

Theprototypemiddlenvareprovidesa clientlibrary with which applicationanay useflows.
Applicationsincludethe library andinitialize it to connectto an actie flow sener. Once
connectedclients communicatausingonly flowlDs, completelyindependenbf endpoint
locations.The APl instantiatesthreado attachto theflow routerandhandleinboundmes-
sages.Thedetailsof the client APl andthe messageueuesareprovidedin theremainder

of this section.
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Table4.1: Flow API - Core Functions

Function Description

flow_create(flavid) Createa new flow with the specifiedD.
flow_adwertise(flavid, localtiy) Advertisethis flow.
flow_addlistener(flevid, bandmask)| Add alistenerto the specifiedflow.
flow_removelistener(flavid) Remoave alistenerfrom the specifiedflow.
flow_get(flowid) Getamessagérom aflow messagegueue.
flow_getblocked(flavid) Getamessagérom aflow messagegueue.
flow_send(flavid) Senda messag¢o the specifiedfiow.

4.1.1 Client API

Theinterfaceto theflow library from applicationcodeis intendedo bevery simple. Flows
are administeredrom the local host using the createand adwertise functions. Message
gueuesareattachedo flows usingthe addandremove listenerfunctions. Finally, a setof
messagasendandreceie functionsareprovided. Considereachof thesefunctionsindivid-

ually:

fl owcreate(fl ow d) - Createaflow with the specifiedflowID. This function reg-
istersaroutingentryfor theflow in thelocal flow table. It alsoensureghatthe flow
hasavalid ID by checkingthecreatoriD andthelocationID, andensuringthelocal

ID doesnot conflictwith any existing flows.

fl owadvertise(flowi d, |locality) -Advertisethisflow beyondthelocalhost.
This functionforcesan extensionof the flow multicasttree (bandzerosubscription)
towardsthe locationserviceby a distancespecifiedby thelocality. In mostpractical
caseswe imaginethatflows would be adwertisedall the way to the locationservice
by usinga globallocality value. However, this doesprovide a mechanisnfor flows
to be adwertisedonly within the local area.In retrospectit may prove to be a better
approacho alwaysad\ertiseall thewayto alocationservice andto provide separate

locationservicedor theadministratiorof local flows.
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fl owaddlistener(fl owi d, bandnmask) - Attachamessage&ueueto the spec-
ified bandson the specifiedflow. This functioninstantiatesandreturnsa pointerto
amessageueue.The queuels registeredin the local flow tableto receve inbound
messagematchingthe flowlD andbandmaskprovided. Additionally, thelocal sub-
scriptionbandmasls aggreatedto accommodatthenew subscriptionlf new bands
areaddedto the flow membershipa messagés passedo the routerto changethe

bandmaskthere.

If this is the first listeneraddedto the specifiedflow, the library will issuea join
requesimessageo the flow, negotiatingthe extensionof the flow’s multicasttreeto

thelocal host.

fl owr enovel i st ener (fl owqueue) - Detachthe specifiedmessagaueueand
deleteit. Thelocal flow tableis modifiedto reflectthe deletionandthe multicast

messag@athswill begarbagecollectedto make appropriatechange®n their own.

f1 owget (fl owqueue) - Asynchronouslyremore the next messagdrom the flow

queue.lf nomessagés available,null is returned.

f1 owget _bl ocked(fl owqueue) - Synchronouslyemore the next availablemes-
sagefrom the specifiedqueue.If no messagés currentlyavailable,block until one

is.

fl owsend(fl ow d, nsg) - Sendamessagéao the specifiedflow. The client need
notbeamemberof the specifiedlow to sendamessagéo it, all messagearesimply
routedtowardsthe associatedbcationservice(flow core)for transmissioralongthe
flow. Currently authenticatioomechanismsghatwould protectclientsfrom receving

messagethatdo not belongwithin the flow areleft to applications.t remainsto be
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exploredexactly how muchsecurityandauthenticatiortanproductvely beincluded

within theflow network.

4.1.2 Linking to the Flow Overlay

Theonly locationdependence theflow prototypeis the bootstrapgoroblemof connecting
to a flow router Client applicationsmustusethe f| ow_.connect (server, port)
commandto connectthe local hostto a specifiedflow router Ideally, the client should
connectto a routerwith low load andhigh performance.Unfortunately this is a difficult
problemto resole.

As we have beenassuminganimplementatiorof flows thatwill modela network-
layer system thelocationof a routeris not a hugeproblem. In a flow-enablednetwork, a
hostwould simply sendmessageto its next-hop router Unfortunately thereis consider
ably more compleity in addressinghis problemin anoverlay: Thereis no easyway to
pick an optimal routerfrom a large collectionwithout a high performanceoverhead.Fur-
thermoreyouterperformancenaychangeovertime andtheremaybebenefit,in the caseof
anoverlay to migratingthe uplink to analternaterouter Migrating uplinks would require
modifying multicasttreesacrossthe network and, if not performedcarefully could result
in animplosionof administratve loadacrosghe system.

A final issuehereinvolvessurviving failure. If the uplink routercrashestheclient
is droppedrom the flow network. It is possibleto compensatéor this problempartially by
providing thehostwith informationaboutotherrouterswithin thenetwork thatmaybeused
for fail-over. Unfortunately failing over to a secondroutercould involve issuingrequests
to join multicasttreesandresultin a partialtraffic loss. Solutionsto theseproblemsremain

to beexplored.
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4.1.3 Receve Queue

Whenclientsusethe add listenercommando subscribdo a flow, a circularreceve queue
is createdn usermemory This queuemay be arbitrarily sizedby theclient. As messages
arrive atthelocal listenthread they arematchedagainsthelocallistenerlist anddelivered
to theappropriateclient queues.

In our prototype,this doesnot representin optimal messagelelivery mechanism
asthe datais copiedthreetimesasit is passedhroughthe systenmto the client. First, the
kernelmovesthedatafrom thereceve buffer of the network interfaceto kernelmemoryfor
processingOnceprocessedhenetwork stackcopiesthemessagto usermemorywhere
it is recevved by theflow library. Finally, theflow library deliversa copy of the message¢o
eachlistenerqueue.

Thegoalof thiswork hasnotbeento achieve bestcasemessagélelivery within the
local host. A large amountof researcthasalreadybeendonein thisarea[3, 8, 12|, andthe
goalof this prototypehasbeento demonstrat¢éhe generafunctionality of flows. However,
it is easyto imaginehow anincorporationof the flow library into the kernelnetwork stack
could eliminate one of thesecopies,making flow messaggassingsimilar in local over
headto TCP. A kernelincorporationwould have the further benefitof demultipleiing and
deliveringmessaget all applicationson the local systemjnsteadof requiringanindivid-
ual routerconnectiorfor each.Finally, theimplementatiorof a copy-on-write mechanism
would allow efficientdelivery of flow messaget® acollectionof locallistenersgliminating
the needfor extraneouscopying.

Theintentionof usingcircularreceve queuesn thisimplementations to maintain
messageeceng. As flows do not guarantealelivery, we felt thatit mademore senseo
allow applicationsaccesso themostrecentwindow of inboundmessageasopposedo fill-

ing the buffer andjust droppingnew arrivals. This approachs not universal,anddefinitely
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achievesworsebuffer performancehandroppingary messagethat cannotbe accommo-
dated. Futurework could explore providing a moreexpansve setof buffer primitivesthat
would allow applicationdo clearlyspecifythe messageéelivery behaiour thatthey desire.

Buffersprovide aninterestingexampleof how bandscanbe usedto expressfaults.
In the currentimplementationan error bandis usedonly to expressreceve queueover-
flow. Whenabuffer overflovs andanexisting bufferedmessagés overwritten,anoverflov
notificationmessagés deliveredto this band. This allows a handlerto be providedto re-
spondto thebuffer overflow, perhapsy resizingthe buffer or performingapplication-layer
flow control with the remoteend. Of course,cautionmustbe taken in respondingo an
overflovedstateby generatingadditionalmessaged-or thisreasonpverflov messageare
generatedrery infrequently After a notificationhasbeensent,the buffer waitsfor a large
numberof inboundmessage® pass(currently2000),prior to generatinganothemaotifica-
tion. Additionally, overflov messagearenever generatedrom bufferswho aresubscribing
to theflow stackmessagéand,asthis would be counterproductve.

An interestingpropertyof the distributedbenefitsof flowsis shavn in this case As
overflov messagearegeneratedbn their own band,it is foreseeabldéor a senerto listen
for remotebuffer overflov messagesachieving a basicend-to-endlow control feedback
mechanism.Unfortunately this approachrunsarisk of generatinga large amountof ex-
traneougnulticasttraffic. Currently theflow stackbandis not forwardedbeyondthelocal
hostandsenesonly asalocal administratrte mechanism.The flow control approachust

describedcouldbeexplicitly achiezedby copying overflows to a separateforwardedband.

4.2 Flow Router

The flow middlevare usesan overlay network of softwareroutersto deliver messagebe-

tweenflow participants.This sectiondescribeghe designandimplementatiorof a proto-
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Figure4.1: Structureof the Flow Router

typerouterto acceptanddeliver flow messages.

4.2.1 Router Architecture

The architectureof the flow routeris illustratedin Figure 4.1. The routeris composed
of threetypesof thread: a main listenerloop to acceptinboundconnectionsa garbage

collector anda setof threadso handlemessagefor individual inboundports.

4.2.2 ThelLink Table

Theroutersimulatesaphysicallink ervironmentby maintainingatablethatdescribeglata
links to otherroutersand endpointswithin the overlay network. Eachof theselinks is a
TCP streamalongwhich flow messagemay be sent. Thelink tableis akin to a port list,

anddescribesll of therouters currentconnections.

Eachlink is handledby alisteningthread. The threadrecevesinboundTCP mes-

33



Table4.2: Flow Router - Link Table

LinkID | sock| linkType linkState | locDeltas| flows remoteHost
1001 4 L_ROUTER L UP Xyt | {AC.}]|{}
1002 5 L_ROUTER L.DOWN | {p,q,...} | {C} {...}
1002 5 L_ENDPOINT | L_UP {s\t, ...} {A, C} {..}

sageswhichit buffersandbreaksnto flow messageslheflow messageareeitherrouted
immediatelyaccordingto the flow table,or processedocally. The routing algorithmwiill
be describedn moredetaillaterin this section.

Thelink tablemaintainsa collectionof informationfor eachconnectionThestruc-

ture of thelink tableis shavn in Figure4.2. Eachentryis describedriefly here.

Link ID - Thisis anarbitraryidentifierthatuniquelydescribeghelink. Thisidentifieris
negotiatedat connecttime betweenthe two participantsandis usedin conjunction

with theremotehostID to reestablistalost connection.

TCP Socket (sock) - Thisis a handleon the soclet for this connection. TCP socletsare
mutexed for write and all threadswrite directly to eachothers outboundports. It
remainsto be seenif thisis anacceptablestratgy to manageoutingunderload. A
betteroption may be to associat@utboundmessagegueueswith eachlink, but this

would meananincreasan compleity within theroutercode.

Link Type - Thetwo acceptablevaluesfor thisfield are L_ROUTER and L_ENDPQOI NT.
The valueis usedto differentiaterouting behaiour and reconnectiormechanisms

betweerthetwo typesof node.

Link State - This field hasthreeacceptablevalues, L_UP, L_DOWN, and L_DELETED.
A link thatis marked as up is connectedo a remotehostandis actively routing

messagesA down link doesnot currently have a connection,but will be ableto
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resumerouting if a connectionis established.Finally, a deletedlink is flaggedfor

garbagecollection.

Locality Modifiers (locDeltas) - This field representsan array of locality modifiersfor
eachlink. Locality modifierscurrently reflectgeographicarea,lateng, and band-
width. In the prototype thesefields are assignednanually Additional work to the

routercouldaddthefunctionalityto tunethesevaluesdynamically

DependentFlows (flows) - Thislist maintaingeferenceso entriesin theflow routetable
thatareroutedonthelink. In the caseof link error, thislist maybe usedto generate
error messageto the affectedflows. Additionally, links may not be deletedin the

currentprototypeuntil all hostedflows have beenremored.

RemoteHost - Theremotehostfield containshostandportinformationthatmaybeused
to reconnectn the caseof alost connection.This structurealsostoresa hostID that
is usedto preventconcurrentflow clientson a singlehostfrom interferingwith one

another

4.2.3 The Flow Route Table

Theflow routingtableis a simplestructure usedby all messaginghreadswithin therouter
to forward messagesppropriately The tableis designedo allow a routeto be looked
up quickly andto allow forwarding decisionsabouta messagen that routeto be made
aseasilyaspossible. The structureof the tableis shavn in Figure 4.3, andits fields are

describedhere.

FlowlD - Thisis the 128-bitID of aflow. Eachflow thatis beingroutedby the current
routerhasanentryin thetable. A lookupfunctionis usedto retrieve a specificentry

from thetable.
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Table4.3: Flow Router - Routing Table

FlowID | AggregateBandmask | Link List

FlowA | {..0010011} {(LinkA, {...1111111}), (LinkB, {...})}
FlowB | {..1110101} {(LinkA, {...1111111}), (LinkC, {...}), ...}
FlowC | {..1111111} {(LinkB, {...1111111})}

AggregateBandmask - This field storesthe aggreate of all downstreamsubscription
bandmasksBy aggreatingthis valueacrossll ports,therouteris ableto doasingle
comparisoron messagem orderto dropunneedednessagesnmediately This also
facilitatesrepliesto subscriptiontestsduring garbagecollection,asupstreanreplies

only needto betestedagainsthis singlefield.

Link List - Thisis alist of all links currentlyparticipatingin the flow. The upstreaniink
is alwayslisted first, followed by eachotherparticipant. Associatedwith eachlink
is a bandmaskhat describeghe bandsthat shouldbe forwardedto thatlink. The

upstreanbandmasks alwayssetto forwardall messages.

4.2.4 The Location Service Table

The location servicetable is usedas a second-leel routing lookup for messagesentto
flows that are not listed in the routing table. This table equates32-bit LocationID fields
from FlowIDs to specificentriesin thelink table.In thecurrentprototype all active location
serviceanustberegisteredwithin thistable. Futurework mightinvolve allowing wild card

entriesto specifydefault routes.

4.2.5 How Messagesre Routed

As TCP messagesre receied by threadsattachedto an active link, they are placedin

a perthreadreceie buffer. The threadparsesthis buffer, removing flow messageand
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Figure4.2: PrototypeFlow
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performinga cursoryverificationon the sanityof the messagstructure.

Messagesre removed individually from the receve buffer andtestedfor admin-
istrative content. Administratve messagemay be flaggedin one of two ways: (1) They
may have a bandvaluelowerthan16, or (2) they may have a LocationID valuebelowv the
reseredlocationrange.Thelow sixteenbandsareusedto passmessagethatmayberele-
vantto flow routers.In our prototype thesemessagescludemulticasttreerouteupdates,
garbageollection,andlink errors.ThereseredlocationlDs arenotcurrentlyused but are
left to provide supportfor specialservicesfor instanceroutingandnetwork management.

Administrative messagearepassedo specifichandlersandmayeitherbedropped,
or returnedfor forwarding.

To forwarda messageits destinatiorflowlD is lookedupin theflow routingtable.
Themessage'bandis testedagainsthe aggregatebandfor theroutingentry andif thereis
nomatch,themessagés forwardedonly to the upstreanport. Notethata messagés never
forwardedon the arrival port, so messagefrom the corethat do not matchthe aggreyate
bandmaskaredroppedmmediately

If a messageloesmatchthe aggrgatebandmask,the routerwill iteratethrough
thelist of links in theflow routingtableandforwardto all links with matchingmasks.As
messageareforwardedtheir TTL is decrementetly one,andtheirlocality is modifiedby

thevaluespecifiedn thelink table.

4.2.6 GarbageCollector

All endpointinitiated operationsn the network of flows move towardscreatingnen mes-
sagedelivery paths. Flows are never explicitly deleted,nor are multicasttreesprunedor
bandfilters explicitly narraved. The motivation for this approachs that operationsfrom

clientsshouldmove the network towardsa desiredstateof messageéelivery, but thatclients
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cannotbetrustedto cleanup afterthemseles. As such,network endpointsarein a steady
stateof requestingand using flow services,while the network itself attemptsto remove

serviceswhich arenot beingused. Clientsneedonly be aware of the flows thatthey are
involved in andwantto remainavailable.

Thegarbagecollectorin our prototypeoperate®n asinglemessagband.Garbage
collectioninvolves broadcastingnembershigpingsalongeachflow thathasnot transmit-
ted traffic for a period of time. The stratgy usesthe notion of epochs,describedn the
architecturechapter

Parallel to the flow table is a garbagecollection table, which is associatedvith
eachlink registeredfor eachflow. The garbagecollectionentrieslist two epochvaluesin
associatiorwith eachlink. The first value representshe last epochduring which traffic
wasreceved from thatlink for the currentflow. The secondvalueindicatesthelastepoch
duringwhich a ping wassentalongthe flow onthatlink.

Astraffic is recevedfrom aflow, thegarbagecollectionvaluesareupdatedo reflect
actvity. The collectorthreadwandersthe table and generateping messageso inactive
flows. If no reply is receved to the ping messagethe garbagecollectorwill generatea
deletemessagéghatis sentdown theinactive link andremove thatlink from theflow routing
entry

Note that only endpointsgeneraterepliesto garbagecollection messages.This
allows routersto sharethe useof thesemessagesyy updatingcollectiontable entriesto
reflectpingsgeneratelsavhereon the network. Garbagecollectionpingsareonly sent
andforwardedto downstreamentriesin theflow routingtable.

As an additional optimizationto reducingunnecessaryraffic in the network, a
mechanismhasbeenincludedto requestand adwertise perflow bandmasksto next-hop

routers. Thesemessageare not forwarded,but may resultin a cascadeof updates.If a
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Figure4.3: PrototypeFlow MessagdHeader

client or routerrealizesthatit is receving messagethatdo not matchits forwardingband

masks,it may adwertisethe actualbandmaskto upstreamrmodes. This allows a client to

immediatelyreduceinboundtraffic assubscription@redropped.

4.3 MessageStructures

Flow messagem the prototypeareprefixed with a 192-bitmessagéeadershavn in Fig-

ure 4.3. Thefirst 128 bits of this field containthe flowID. The threecomponent®f this

ID weredescribedearlierin this thesis. The remaining64 bits of the flow headerprovide

additionalmessagingnformation. Eachof thesefieldsis discussedbriefly here.

Payload Size - Thesize,in bytes,of the messag@ayloadthatfollows this header

Band - Thebandon whichthis messagéasbeenpublished.

Locality Type (L_Type) - This field indicateswhat type of locality to use,if ary, while

routingthismessageCurrentlydefinedvaluesinclude LOC_BANDW DTH, LOC_DELAY,

LOC_CEOGRAPHY, and LOC_NONE.

Locality Value (L_Val) - Thelocality valueof thismessage.

Timeto Live(TTL) - A flow-level TTL field wasimplementedo ensurethat messages

would terminatein the prototypeoverlay network. Every routing nodedecrements
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Figure4.4: Flow Throughputby PayloadSize

this valueby oneeachtime the messagés forwarded.The messagés droppedwvhen

its TTL reachesero.

4.4 Performance

This sectionpresentghe resultsof performanceestson theimplementediow routerand
libraries on a three-nodesystem. The testsdescribethe efficiency with which the flow
middlewareis capableof deliveringmessages.

Eachhostusedfor thesetestsis a 450MHz Pentiumlll with 128 megabytesof
RAM anda 100 megabit Ethernetinterface (Intel 82557). EachhostrunsLinux 2.2.16.
The testsareintendedto explore the overheadthat the existing implementatiorof flows,
written completelyat the applicationlayer, representsbove raw TCP/IPtransport.

In orderto testthroughputan applicationwaswritten to generateraffic on a spe-
cific flow. This traffic was forwardedto the router and thenon to an applicationon a

receving node,which verified that messagebadarrived intact and calculatecthroughput
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statistics.Theresultsof this testareshavn in Figure4.4. Flow throughputsarecompared
to maximumTCP throughputscalculatedusingnetperf[23]. The TCP throughputgeflect
throughputiestsof TCP pacletswith payloadsizesof the specifiedflow payload plusthe
192-bitflow header

As can be seenfrom theseresults,flow throughputcorvemgeswith TCP/IP at a
payloadsize of approximately250 bytes. At this point, the computationaloverheadof
messageouting doesnot inhibit delivery rate. This is further exemplifiedin Figure4.5,
whichshavstherateatwhichtheflow routerprocessemessageasmessagsizeincreases.
This rateis initially limited by the routing node, but thendecreasesand stabilizesasthe
network interfacebecomesaturated.

In additionto theseresults,we have testedflow lateny overheadby comparing
round-triptime (RTT) betweenflow messageand TCP/IP pings. On average,we found

thatourimplementationncursal00usend-to-endateng onround-tripmessageéelivery.
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Chapter 5

Application Examples

The prototypeimplementatiorof flows hasbeenusedto develop two sampleapplications
that demonstratehe benefitsof the flow model. The first applicationis a generallookup
servicethatis usedto provide namesfor flows within the network and storeinformation
aboutthe location services. The secondexampleis a variable-resolutiormulticastvideo

streamingsystem.

5.1 Flow Directory Sewvice

Thefactthatflows have very long numericalidentifiersandthe needto tracklocationser
viceshave led to the developmentof a simpledirectoryservicefor usein the network.

The flow directoryserviceis currentlya singleflow that mary network endpoints
participatein. Nodesmay subscribeto the serviceandreceve requestdor directoryin-
formation. All informationtakestheform of tuples,no further structuralspecificationsre
imposed.

Requestgo the servicetake the form of tuplescontainingwild cards,andlist a

flowlID to whichrepliesshouldbeforwarded.Forinstancearequesto thedirectoryservice
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tofind thelocationof aflow calledvVNC-1, andto have thereply forwardedto flow A would
take theform ((**FLOND ', “*VNC-1'', *), Fl owA). Thisrequesttouldbe
sentto thedirectoryserviceandall hostswith matchingentrieswould sendrepliesto flow
A.

Thisapproactallowslocality to beusedo determinenow far searchrequestshould
be sent. Locality may be usedto performan expandingring searchwithin the directory
service jteratively reachingarger groupsof endpoints.

Futurework on the directory will needto addressssuesof scale. It will not be
acceptabldor every hoston the network to be ableto flood this peerbasedservicewith
requestsA suggeste@pproactto this will beto uselinked clustersof hosts,andinstitute
forwarding heuristicsat cross-domairlinks to eliminate message$rom poorly-behaed

hosts.

5.2 VideoOver Flows

A clearbenefitto flowsthathasbeenarticulatedepeatedlyhroughouthisdocumenarethe
potentialbenefitsto delivering distributed serviceswithin a large heterogeneousetwork.
We have modifiedthe VNC packagedevelopedby AT&T Cambridgeto useour prototype
middlewareinsteadof raw TCP/IPfor delivery. By usingflows, we areeasilyableto extend
thefunctionalityof VNC to provide multicastdelivery, variableservice andmobility.

VNC allows thedisplayof a computerto be forwardedto aremotehoston the net-
work. This remotehostis ableto interactwith the machineasif it werelocal, all keyboard
andmousenteractionsarepassedackto the VNC senerandappliediocally. VNC allows

ary remotehostto actasathin clientfor the sener machine.
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5.2.1 The VNC Flow Protocol

In moving VNC to flows, we have split the protocolto allow it to take advantageof banding.
Two bandsareusedto adwertiseandrequestspecificscreernresolutions.New clientsmay
connectto an active VNC flow and subscribeonly to the resolutionadwertisementoand.
This bandperiodicallybroadcastalist of availableresolutionsandtheassociatetbandson
which thoseresolutionsaredisplayed.If the currentresolutionsdo not satisfytheclient, a
new resolutionmayberequestedby postinga messageo therequesband.

To join the sessiona client needonly subscribeo oneof the active streamsat the
desiredresolution.Thiswill resultin thatbandbeingforwardedto themalongthe existing
multicasttree.

This division alsoresultsin a usefulreoganizationof the VNC sener code. Ac-
cesseso the communicationstreammay be spreadacrosshe softwareto the appropriate
places An adwertiserthreadspins,publishingalist of thecurrentlyactive broadcasthreads.
Eachof thebroadcasthreadds identical,exceptfor parameterslescribingresolution,and
the bandto senddataon. Finally, a separatéhreadhandlesnboundrequestandinstanti-
atesnew broadcasthreadsvheneer necessaryA very simplereoiganizationof the code,
andthe useof flows providesbothmulticastandvariableservice.

Mobility is alsoachieved for free via this approach.We areusingVNC strictly as
a delivery applicationand have disabledremotemouseandkeyboardinteractions.As the
applicationis statelessmobile clients may simply rejoin the flow from new locationsin
orderto continueto receve the samestream.In moreadwancedapplicationsa mechanism
would be requiredto move the streamacrosstwo locationsand synchronize this would

needto be providedatthe application.
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5.2.2 Futurework with VNC

Theintegrationof flows with VNC hasleadto mary interestingdeasfor ongoingwork. It
would beveryinterestingo exploretheoptionof extendingVNC to provide acollaboratve
work ernvironmentfor a setof participants.We imagineextendingthe systemto allow all
participantgo forward mouseandkeyboardinteractiongo theremotehost,possiblyinter
actingwith somesortof overlayontheremotehost. Eachusercouldhave aseparatenouse
pointersandinteractwith different,or the samewindow all concurrently Theimplications

for collaboratve ervironmentsusingthis stratgy arevery exciting.
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Chapter 6

Open Problemsand Futur e Work

We feel that the currentprototypehasdemonstratedhe usefulnesof the propertiesthat
flows provide to communicationsn a distributed ervironment. Thereare,however, mary
unresoled problemghathave cometo light duringthework to date.Therearealsoseveral
interestingfuture directionsthat could be explored as an extensionof this work. These

topicsarediscussedn this section.

6.1 Security

In a large distributed ervironment, securityrepresents very hard problem. One of the
major reasondor this is thatin the caseof wide distribution, very few assumptiongnay
be madeaboutthe trustworthinessof resourcespr even the network itself. In the caseof
our prototype,overlay network nodesmay potentiallybe scatteredacrosshe Internet,and
couldpotentiallybe compromisedSomespecificconcernsn the caseof acommunications
infrastructureinvolve earesdropping(sniffing), impersonation(spoofing),and malicious
attacks.

Theflow modeldescribedhereis vulnerableto all threeof theseproblems.In our
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prototype ary hostmayjoin agivenflow andsubscribéo receve messagesnit. Any host
may senda messagéo a flow, andthe modeldescribedn this paperdoesnot explicitly

requirethat messagesclude a sourceaddress.Finally, a denialof service(DoS) attack
would be quite easyto carry out within the prototype,and would likely have the initial

resultof overwhelmingthe routers,bringing the network down. It is worth noting thatIP

multicastis susceptibldo thesesameproblemsto a similar degreeasflows.

Solutionsto theseproblemsare especiallydifficult to solve within the domainof
a communicationsnfrastructurefor two reasons First, routing needsto be easy Routers
form aninevitable bottleneckwithin communicationsystemsandaddressingecurityby
moving computationallyntensve tasks suchaskey validation,into thenetwork is probably
notagoodidea. Secondlydistributedsystemaccessontrolis almostuniversallybasecon
somesortof key schemeln orderfor aninfrastructureo remainusefulover along period
of time, it mustnot committo securitymechanismshat could potentially becomeweak.
For this reasonwe feel thatsecuritywithin this sortof infrastructureshouldbe largely left
to overlying applications.

Unfortunately leaving all assurancesecardingsecurityto applicationsis insuffi-
cient. In the caseof dataprivagy, it seemdair to leave applicationsresponsibldor incor
poratingthe appropriatedegreeof encryption. In this sensewe sidewith the endto end
argument! [31]. However, in orderfor acommunicationsnfrastructureto be successfuin
anenvironmentsuchastheInternet,dataprivacgy is notthe only concern.Denial of service
hasprovento bea substantialssuein recentyears,andto datethis is only within a unicast
network. Therisksof adenialof serviceattackwithin alarge multicasttreearemuchmore
substantial.lt is our opinion that the network needsto be capableof someha ensuring

somefundamentapropertiesof messag@assingandaccessontrolto theendnodesgven

1Althoughthis amgumentmay fundamentallydisagreewith the flow abstractiorto begin with.
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if theauthenticatioranddecisionmechanismareimplementedat a higherlevel. Basedon
theseobsenations,we suggessomeideastowardsa modelof usingcapabilitiesto provide
acces<ontrolfor flows. Theremainderof this sectionbriefly discusseshis modelfirst by
identifying the aspectf flows for which accesontrol may be required,andsecondby

outlining how capabilitiesmight present usefulsolution.

6.1.1 Limiting Access

The obvious aspectf communicationswithin flows to which it would be beneficialto
control accessare postingmessageand subscribingto receve messagesBeyond these
propertiesghough,it may be desirableto provide a finer graineddegreeof accessontrol.
For instancesubscriptionand publicationlimitations might be beneficialat the individual
bandgranularity Also, in orderto preventthe generatiorof hugeamountof traffic it may

be usefulto limit the maximumlocality valuethatmaybeplacedon a message.

6.1.2 Capabilities

We feel that, usedproperly capabilitiespresentan excellentsolutionfor the management
of flows. If administratre decisionsaboutflow managementsuchasapprwing join re-
guestsareleft to higherlevel (abore therouter)applicationsa flexible capabilityscheme
may be used.Moreover, asthe schemds implementedutsidethe flow protocolitself, ca-
pability mechanismsnay evolve over time, ensuringthatthe network retainsthe ability to
provide goodaccessontrol. Finally, aslocationservicescanpotentiallybe implemented
asvery powerful distributedclustersof hosts,we expectthatareasonabl@erformancean
beachiezedin responsdo capability-enablg administratie requests.

In orderto implementthis model, a capabilitywould be associateavith a flow at

thetime of creation.As creationoccurslocally, this could be carriedout with no security
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concerns.Next, a key exchangewould needto be nggotiatedbetweerthe creatorandthe
locationserviceat the time of adwertisement.Finally, this exchangewould have to be ex-
tendedo allow key exchangewith additionaladministratre hosts.An intelligentapproach
to thiswouldlikely beto continuewith our efforts to decoupleaspect®f thesystemmuch
in the sameway thatthe directoryserviceis provided above flows, a serviceto authenticate

andexchangdlow capabilitiescould beimplementedvithin the network.

6.1.3 Flow Name SpaceManagement

By allowing endpointsto eachown an explicit sectionof the overall 128-bit flow name
spacewe avoid ary overheadhatmight otherwisebeinvolvedin requestingiamesrom a
centralizedservice. Thereremainsanunresoledflaw in thisapproachhatbecamepparent
duringimplementation.If anendpointcreatesa flow andthenunsubscribesrom it while
otherendpointsare still connectedthe client mustavoid usingthatID for newly created
flows. This presentsan additionalsecurity considerationasit mustbe clear within the
systenthatanendpointdoesnot necessarihave administratie controlover all flows that
arelabelledwith its unigueendpointiD.

In a capability enhancedmodel of flows, a solutionto this problemmight be to
allow clientsto requestalist of all active flows within their namespacefrom locationser
vices. Alternatively, clientsmightbe ableto testfor conflictsat creationor adwertisement.
Capabilitiesshouldallow someassistancén solving this problem,asthey shouldprevent

two unlike flows with the samenamefrom beinginadwertentlyjoinedtogether

6.2 Performanceand Scalability

As alludedto at several earlierpointsin this papey therearesomeconcernsasto how this

definitionof flows will behae at a globalscale.Thetwo mostprevalentconcernshereare
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thebehaiour of coreroutersin forwardinghugenumbersof active flows andthe ability to

efficiently garbagecollecttheresource®f hugenumbersof shortlivedflows.

6.2.1 Routing Flows at an Inter net Scale

A significantconcernin the existing structureof the network lies in the fact that routing
tableswithin the network core have becomeextremelylarge. The speedwith which ex-
isting routerscanprocessandforward pacletsis considerablyslover thanthe throughput
availablefrom the transportmedium. Flows, as presentedere,malke this problemworse
dueto thefactthatall traffic is potentiallymulticastandtherangeof flows(2'28) far exceeds
therangeof IP addressef3?). As eachactive hostcould potentiallybe amemberof mary
flows at once,thesizeof coreroutingtableswould inevitably becomevery large.

Ipsilon networks proposeda solution[14, 15] to the IP routing table problemthat
hasmorerecentlybeenincorporatedalongwith otherapproacheandembodiedoy Multi-
protocolLabel Switching(MPLS) [30]. Wefeelthattheseapproacheto traffic engineering
arewell matchedo flows. Their solutioninvolvesresolvingpathsacrosghe network back-
boneat edgerouters,allowing pacletsto be labelledwith switchinginstructionsto form
a virtual circuit acrossthe network backbone. This approachoffloadsrouting resolution
andtable managemenrdway from the coreto ingresspoints, wheretraffic is considerably
lighter.

Theflow modelpresentedierecouldbe extendedto allow individual flows to con-
tain otherflows. This would presenta fantasticadministratie benefitin that flow traffic
could be routedhierarchically by wrappingmessagest the edgesof the backboneand
sendingthemacrossa small setof flows thattraversethe edgepointsof the network core.
Moreover, if a hierarchicalimplementationwere efficient enough,it could be usedto the

exclusionof banding.This would allow a extensibleseparatiorof concernswithin network

51



streamswhile alsoproviding individualizedmanagemerdandadministratiorfor eachflow.

6.2.2 GarbageCollecting and Short Lived Flows

The garbagecollection mechanisndescribedn this paperfunctionswell within a well-
behaed network. As flows becomeunusedgendpointssimply stopreplyingto pingsfrom
thegarbagecollector andthey areremovedfrom routingtables.

Oneconcernaboutthis approacHies in the factthata routercould potentiallyre-
ceive ahugeloadof requestdo createnew flows. A singleclientcouldchooseo adwertise
its entire addressspaceof 23? allowable flowIDs. Eachflow thatis actively routedcom-
mits router resourcesspecificallya single FRT entry from the time it is createduntil it
is garbagecollected. This time is at leastthe sumof the two thresholdsusedfor garbage
collection. If oneor moreclientswereto startissuinga very large numberof adwertise-
mentsthey would likely be ableto overwhelma routingtableof ary reasonablsize. This
form of denialof serviceattackis very similarto the TCP SYN flood 2, but would consume
resourcesvithin the network insteadof atendpointspotentiallycompromisingservicefor
theusercommunityasawhole.

A secondconcernwith this situationis that garbagecollectinga hugesetof con-
nectionscould potentiallyproducewaves of high administratie traffic asroutersscanned
their tablesandsentpings. In the worst caseit is imaginablethatthesepingscould cause
enoughcongestionto interferewith othertraffic, thusworseningthe situation.

Thereare someideasasto how to resole partsof this problem. Routerscould

incorporateheuristicsto block poorly behaed endpointg[18]. Also, mechanismsould

2A SYN flood involves sendinga huge numberof TCP connectrequeststo a sener but not
replyingwith acknavledgementso completethe TCP connection.Theseneris forcedto maintain
the stateof all connectrequestsothatit cancompletethe connectiorsetup, andthis attackresults
in the sener being unableto sene incoming connectrequests. This specificfor of attackis the
primary denialof servicetacticthathasbeenseenmagainsiarge senerson theInternetrecently
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be usedto generalizeall traffic to a hostwho is participatingin a very large numberof
flows, perhapsy sendinggarbagecollectiondigestsinsteadof large numbersof individual

messagesStill, this problemdefinatelywarrantsfurtherexamination.
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Chapter 7

Conclusion

As endpointdevicesbecomemore powerful andinteresting,andnetwork connectionse-
tweenthesalevicesbhecomdasterthebenefitof distributedsystem&ecomemoreohvious
thanever. It seemglearthatanemepging classof distributedsystemwill involve the useof
‘heavier’ clientapplicationspossiblyevolving away from themodelof acentralizedsener
completelyin somecasesFor this classof system existing communicationgbstractions,
particularlythoseprovided by TCP/IR areinsuficient to effectively provide the necessary
services.

This thesishaspresentec communicationsnodelfor distributedsystemshatad-
dressegheseconcerns.The model presentediereis well suitedto providing the type of
event-driven structureseingusedby emeqging distributed systemswhile remainingin a
form thatcouldforeseeablye implementedasa network layer protocolfor improved per
formance.

Having completedthis implementationof the flow middlevare, we are left with
several obserationsregardingour initial architecture.Primaryamongtheseis theinsight
that the notion of recursve flows, mentionedearlier is a desireablepropertyand could

largely supplantflow bandingby providing a more versitile and extensiblesolution. The
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secondinsight is that flows should supportsomesort of type descriptor allowing each
flow’s contentto be described.By providing thesetwo propertieswe feel thata network-
layerimplementatiorof flowswould prove very usefulasauniversalconnectre abstraction

to provide communicatiorthroughoutistributedsystems.
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