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Abstract

This project addresses the difficulty of keyframing. Model
based computer vision techniques is utilized to aid in auto-
matic model parameter generation of human figure models.
Instead of trying-and-testing with unintuitive body configu-
ration parameters, an animator will focus on animation it-
self rather than on learning and fighting with conventional
animation tools. This is a good illustration of how computer
vision techniques could potentially aid in efficient computer
animation generation.

1. Introduction and Previous Work
Despite moderate advances has made in computer ani-
mation, generating animation sequences is still at best
a very tedious if not surprisingly difficulty task. The
difficulty often lies at the specification of the unintuitive
configuration parameters. This project explores the idea
of “keyframing with puppets”. To generate an animation
sequence, an animator works with a puppet to define
keyframes. By employing fast pose estimation techniques
from computer vision community, animator-unaware
configuration parameters are computed automatically.

Gavrila [1] presented a comprehensive survey on the re-
search of visual analysis of human movement. Approaches
that explicitly utilize a 3-D kinematic model of human
body are most relevant. A number of approaches have used
the idea of inverse kinematics to estimate the body pose.

Tolani et al. [4] argue that analytical solution of inverse
kinematics problems are generally better than numerical
solutions because analytical solutions are complete, reli-
able (do not suffer from near singularity points) and more
efficient to compute. They developed a hybrid strategy of
analytical and numerical methods for the computation of
inverse kinematic parameters. Since analytical solutions
are possible only for highly specialized inverse kinematic
problems, their work focuses on a 7 degree of freedoms
open kinematic chain. This kinematic chain has two
spherical joints at two ends and one revolute joint in the

middle. Remarkably, this models both human arms and
legs well. For an arm, two end spherical joints model
shoulder and wrist joints and the revolute joint models the
elbow joint. Given two end joints positions in this chain,
the revolute angle is computed independently since this is
the only parameter that determines the distance between
the two end joints. Obviously, remaining 6 variables cannot
be solved because the system has one constraint deficit.
By noticing the fact the remaining degree of freedoms can
be explained by a swivel angle that the elbow still has
when wrist and shoulder joints’ position are fixed. Assume
this swivel angle is

�
, closed-form analytical solutions for

remaining 6 Euler angle variables are derived. To actually
give quantitative values for a particular configuration, the
user is left to specify an intuitive swivel angle or a position
constraint for the elbow. The comparison results given at
the end of the paper validated their strategy as efficient,
reliable and robust. To make this work applicable to a
general problem setting, some decomposing strategies are
needed.

Lowe [2] employed Gauss-Newton method to fit a
three- dimensional model to images. Since the Levenberg-
Marquardt stabilization procedure is used to adaptively con-
strain the problem, even with a single image a very good
estimation of model parameters can be obtained. One obvi-
ous advantage of this method is that no camera calibration
is required so multiple images can be easily taken from ar-
bitrarily point of views.

2. The Approach
The approach taken by this project is primarily based
on Lowe’s method [2]. A stick human figure model is
constructed for this purpose. This model’s internal param-
eters have 16 degree of freedoms. Although one image is
often enough to determine view parameters, for a highly
articulated human figure, multiple images are required to
overcome the inherit ambiguity due to the image projection
process.

For every image taken, joint positions are measured
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in the image coordinate space. This project assumes
there is no correspondence problems between joints found
in an image and joints in the prior model. This can in
fact be easily solved by coloring joints with different colors.

Measurements from multiple images taken from arbitrar-
ily view points are combined to compute both view param-
eters and model parameters. This setting gives an animator
the freedom of taken images from the best possible view
positions. Figure 1 below is an example that illustrate the
idea.

2.1. Computing Model Parameters
For a generic human figure model, an analytic solutions
for model parameters are difficult to find. The problem
becomes even worse by the fact that one often has more
image measurements than the number of internal parame-
ters and the measurements are not exact.

Let � be the vector of parameters to be solved. Instead of
trying to solve for model parameter directly, Gauss-Newton
method solves for correction � in an iterative fashion. That
is,
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To solve for � , on iteration, an error vector � between im-
age measurement and projected model points is computed.
A Jacobian matrix which is defined as the following is also
computed.
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Since Gauss-Newton method has a local linearity as-
sumption, a correction vector is computed by solving this
linear equation:

� ��	�� (3)

If every measurement is exact and the number of con-
straints equals to the number of free variables, solving for �
is not a complicated task (although computationally speak-
ing, an expensive task). However, this equation is often de-
sirably over-constrained to enhance the robustness of this
method. An optimization method which minimizes ���
norm is used. That is,
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This equation has the same solution as the following
equation[2]:
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Where
� $

is the transpose of the Jacobian matrix
�

.
There exist a number of methods which are the alternatives
of solving the above equation. Lowe argues that solving for
the normal equation provides that best trade-off between ef-
ficiency and potential stableness[2].

2.2. Computing Jacobian Matrix
If careful design is not in place, on each iteration, the
computation of Jacobian matrix could become a very
expensive task. The project takes the advantage of tree
structure of a human figure. A reference point is defined
first at body position. Every joint position is a node down
from the root of the tree. When a parameter at a node is
perturbed, it only affects the joint positions down the tree
and not above the node. The transformation matrix at any
node is pre-computed to eliminate redundant computation
whenever it is needed.

After all the geometric transformation, every model joint
is finally projected onto an image with a standard pinhole
camera model. This projection process not only enables
the computation of the current error vector but also the
partial derivatives in the Jacobian matrix. The exact value
of the camera focal length is not important here since every
measurement can just be in terms of focal length units.

On each iteration, the 3D model is first transformed and
projected onto an image based on the current parameters
estimation. An error vector � defined as the difference be-
tween measured joint position in image and the projected
model points is computed. Then, every parameter is per-
turbed a tiny bit. The model points which are affected by
this perturbation are re-projected onto the same image. Er-
ror change is obtained to compute the partial derivative nu-
merically defined as the following:
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2.3. Stabilizing Solution
Without some kind of stabilization procedure, Gauss-
Newton method is potentially unstable. This is especially
true for a human figure model that has high degree of free-
doms. A prior model that specifies the default update value
for every parameters is used. This is formulated as the fol-
lowing [2]:

( � $ �")+* $ *-, ��	 � $ � (6)

This is the same as adding a number of equations based
on the prior model as:

* �.	�/
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Where
*

is defined as:

* �0� 	
1
2 �

2 � is the prior that estimates the standard deviation of a
parameter. Estimations for parameters do not need to be
accurate as long as they reflect the relative uncertainty of
parameters.

2.4. Forcing Convergence
As often known by many people, Gauss-Newton method
does not always converge. To alleviate the problem,
Levenberg-Marquardt procedure is used to adaptively
weight prior model [2]. This simple procedure is related
to the following formulation:
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where
4

is the parameter that weights the prior model.
On each iteration, the residual error is monitored. If the
error decreases,

4
is decreased by a constant factor. If the

error increases,
4

is also increased by the same constant fac-
tor until the error goes down again. This procedure has been
argued by Lowe [2] as highly effective. The same kind of
impression is also made in this project. In this project, a risk
factor is also introduced to somewhat stabilize

4
. Instead of

increasing
4

whenever the current residual error goes up.
4

is only increased when current residual error is bigger than
the previous one by a constant factor.

2.5. Validating and Correcting Solutions
With Levenberg-Marquardt stabilization procedure, Gauss-
Newton method always gives a converged solution. One
further validation is in place to check the validity of the
solutions. In some cases, the solution can also corrected.
The procedure works at two places.

As part of the prior model specification, each model
parameter is given a valid range. For joint angles, this
can be reasonably accurate. On each iteration, updated
parameter estimations is checked against their valid range.
If a parameter is far off from its valid range. It is corrected
with by multiple of 576 . This simple procedure prevents
parameters from drifting to unreasonable values.

Even corrections are made at each iteration, the final con-
verged solution can still be out of their valid range. A final
validating and correcting procedure is used. This procedure
first checks if elbow and knee angles are out of range since
they are the most accurate indicators whether the solution is
valid or not. For an elbow angle, if it’s not valid, its sign is
reversed to see if the new angle is in valid range. If this is
the case, then the corresponding shoulder joint angle ��8 is

rotated by either 180 or -180 degrees depending on which
will give an valid solution. For a knee angle, the same kind
of procedure is used, the only difference is that a hip joint
angle �:9 is rotated.

3. Experimental Results

The whole project involving an implementation that is
about 4000 lines of C++ code. Most of code is devoted to
human figure modeling and the Jacobian matrix and error
vector computation.

Since the method used in this project highly depends on
initial estimation. The whole process can take as little as a
few iterations or as many as two hundred iterations. Figure
1 shows a fast process and Figure 2 shows a slow process.

Because of the time limitation, the project did not touch
the point correspondence problem between image points
and model points. All the testing is done with synthetic
data which can be easily changed by modifying a model
parameter configuration file.

4. Conclusions and Future Work

Gauss-Newton iteration method along with Levengerg-
Marquardt stabilization procedure as advocated by Lowe
[2] has shown impressive results with an efficient imple-
mentation in this project. This project really stretches the
usefulness of the method to work with higher degree of
freedoms. The total number of degree of freedoms with
two images utilized in this project is 28 as compared to
the implementation in Lowe’s paper which has only 6 or 7
degree of freedoms.

The implementation is also fast enough to be potentially
useful as an interactive keyframing tool. The visual match-
ing result is a great help to allow a user to validate the result.

The very needed future work is on generating real mea-
surements from a conventional USB camera. Without this,
the whole project is just a method validation exercise.
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Figure 1: This process takes only 16 iterations to converge
(shown here from top to bottom are the results of iteration
2, 4, 8 and 16. Images on left are from the synthetic camera
1. Images on right are from the synthetic camera 2. The
solid figures are the measurement. The wire framed figures
are the current estimate.
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