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"Can	you	fly	that	thing?"	
“Not	yet	…”	

Past	 Future	
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Overview	

•  Trajectory	OpPmizaPon	
–  spacePme	constraints	(offline)	
–  model-predicPve	control	(online)	

•  QP-based	inverse	dynamics	
–  QP	to	solve	for	torques	
–  many	humanoid	robots	

•  Direct	policy	search	
–  derivaPve-free	opPmizaPon	to	find	

the	best	controller	

•  Value-based	RL	
–  value	funcPon	and	policy	

learned	over	all	states	

•  Guided	Learning	
–  supervised	learning	of	policy	
–  iterate	data-collecPon	&	

learning	as	needed	

Trajectory	OpPmizaPon	
•  SpacePme	Constraints	(1988)	

–  simple	system;		regular	discrete	Pme	samples	(later:	splines)	
•  Physically	Based	MoPon	TransformaPon	(1999)	

–  human	moPons	(with	reduced	dynamics	models)	
•  AdaptaPon	of	Performed	BallisPc	MoPon	(2005)	

–  full	dynamics	models,	scaling	of	unknowns,	stay	close	to	a	reference	moPon	
•  Online	Trajectory	OpPmizaPon	(2012)	

–  finite	horizon	lookahead,		differenPable	dynamics	through	contacts	
•  Contact	Invariant	OpPmizaPon	(2012)	

–  can	discover	best	contact	phases	to	use	
•  Online	MoPon	Synthesis	Using	SequenPal	Monte	Carlo	(2015)	

–  finite	horizon	method,	model-free	



Trajectory	OpPmizaPon	–	Online	Version	
(MPC:			Model	PredicPve	Control)	

t

kΔt NΔt
τ

q

Δt

opPmize	k	step	“finite	horizon”,		
then	execute	1	step	

unknowns:						τ , q,Fc

QP-based inverse dynamics 
Online	opPmizaPon	problem	
(typically:		quadraPc	program)	

objecPves	–	quadraPc	in:	
•  joint	accel	
•  COM	accel	
•  angular	accel	
•  minimize	sq	torques	

equality	constraints	(eqns	of	moPon):			
Ax − b = 0

inequality	constraints:	
•  contact	force	limits	
•  torque	limits	
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[hhps://doc.cgal.org/latest/QP_solver/index.html	]	



MulPobjecPve	Control	with	FricPonal	Contacts,	SCA	2007			(video)	

Feature-Based	LocomoPon	Control,	SIGGRAPH	2010	



DARPA	RoboPcs	Challenge	(DRC,	2015)	

•  MulP-level	opPmizaPon:	
– Footstep	OpPmizaPon	(Discrete	+	ConPnuous)		
– Trajectory	OpPmizaPon	(ConPnuous)	
– OpPmizaPon-Based	Inverse	Dynamics:	Greedy	
conPnuous	opPmizaPon	(QuadraPc	Program	=	QP)	
for	full	body	at	the	current	instant.	

[	DARPA	RoboPcs	Challenge,	
						www.cs.cmu.edu/~cga/dw	]		

Direct	Policy	Search	

simulaPon	or		
robot	

[Schaal	2015:	hhp://icml.cc/2015/tutorials/PolicySearch.pdf	]	



Control	Policy	ParameterizaPons	

u−uref = F (x − xref )

DerivaPve	Free	OpPmizaPon	
(“Black	box	opPmizaPon”)	

Nelder-Mead	/	Downhill	Simplex	Method	 Coordinate	Descent	

Others:			Simultaneous	PerturbaPon	StochasPc	ApproximaPon	(SPSA),	
																	Parameter	Exploring	Policy	Gradient	
																	Simulated	Annealing	
	



•  Covariance	Matrix	AdaptaPon	(CMA)	/	
Cross	Entropy	method	(CEM)	

	

[	wikipedia	]	

[	Schulman,	cross-entropy	method	]	
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