
A Visual Interface for Browsing and Summarizing Conversations
Shama Rashid∗

Department of Computer Science
University of British Columbia

ABSTRACT

In this paper I present a visual interface for generating focused
summaries for human conversations. My interface provides the
user a way to quickly explore a conversation to get an overview
of its content and to interactively identify informative sentences
as potential components of the summary. The candidate sentences
are selected based on visual cues provided by mapping to an
ontology containing nodes for the speakers of the conversation,
sentence-level features like Dialog Acts (in short DAs, like
decision, action, problem etc.) properties, and entities referred to in
the conversation. In this course project, I have improved the design
of the interface to enhance the usability based on information
visualization principles; specifically addressing the issues of a
better visual representation for the ontology information and easier
exploration of the conversation transcript.

Terminology: Through out the scope of this project the
terms ‘utterance’ and ‘sentence’ will be used interchangeably
to indicate a segment of the conversation that can express a
meaning independent of other segments. The people involved in
the conversation will be referred to as ‘participants’ or ‘speakers’.
‘Entities’ are noun phrases that appear in the conversation with a
mid range document frequency. ‘Dialog Acts’ are sentence level
features that specify whether a sentence expresses positive or
negative opinions, a decision, an action or a problem.

1 INTRODUCTION

In our daily lives, we have conversations with people in many differ-
ent modalities - emails, meetings, telephone, video-conferencing,
instant messaging, blogs, forums etc. The Web has significantly in-
creased the volume and the complexity of the conversational data
generated through our day to day communication and has provided
us with a rich source of readily available public discourse data
(which has proved to be a challenge from NLP point of view due
to its often highly informal nature that render text processing us-
ing language syntax, lexicographic and semantic rules inept). The
ontology containing nodes for speakers, dialogue acts, and a list of
entities referred to in the conversation is derived using classifiers
and parsers based on generic features. So, the interface could be
used to explore any conversational data provided (offline) in a text
format.

With the high volume of conversational data being generated
every day, summarization can be beneficial by creating concise
overviews that aid quick access to the data. Extractive summary
generated by selecting and concatenating the most informative sen-
tences is the dominant approach in Natural Language Processing
(NLP), since it can be considered a simple binary classification task
of whether to include a particular sentence in the summary or not.
However, the resultant summary is often unsatisfactory for users
due to lack of coherency. The alternative approach is abstractive
summary, which is generated by extracting and aggregating infor-
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mation from the conversation. This approach requires a natural
language generation component and is preferred by users for co-
herency but the resultant summary sentences are often too generic
and lack the details of the original conversation sentences. The ob-
jective of my interface is to provide a Visual Structured Summary
that gives the user more control over choosing the topics she wants
to appear in the concise resultant overview generated through inter-
active exploration, thus generating a focused summary.

I’ve been working mainly on the AMI meeting corpus [5]. The
meeting conversations in the AMI corpus are structured as a series
of 4 meetings the a-kickoff, b-conceptual design, c-detailed design,
and d-evaluation meetings imitating product design cycle. In addi-
tion, the meetings have a fixed size group of participants playing
very specific roles (like the project manager, the marketing expert,
the interface designer and the user interface expert). The rigid for-
mat these meetings follow is not reflective of real conversational
data but I have chosen to work on it since it is one of the most
used and publicly available corpus in NLP research with different
annotational data. Currently the interface can be used to analyze a
single transcript, but in the future I’ll extend it to analyze the whole
series of transcripts together. I am currently extending the interface
to other modes of conversation like emails, blogs, chats etc. and
have also been working with the BC3 email corpus [18] and IBM
technical blogs crawled off the web.

An example for mapping a sentence to the ontology can be
found in Figure 1.

A: Let’s go with a simple chip.
Speaker: A, who is the Project Manager
Entities: simple chip (only one for this example)
Dialog Acts: classified as decision and positive-subj

Figure 1: Example of mapping a sentence to an ontology

Each conversation thus can be considered as a dataset of sentence
items. The attributes of each of these items would be binary vari-
ables (possible values ‘yes’ and ‘no’) indicating whether a particu-
lar sentence can be mapped to a particular concept on the ontology
(DA, speaker and entity). Additionally, the time of utterance or the
sequential order of a sentence in the conversation can be considered
an ordinal value attribute based on which the dataset is sorted before
display. For the above mentioned example item, the attribute ’Pro-
jectManager’ (say) would have a value ‘yes’ but the other speaker
attribute columns would contain a ‘no’.



2 RELATED WORK

(I am copying the portion on text or document browsing and sum-
marizing in this section from [14].)

In HCI and NLP different approaches have been proposed to sup-
port the browsing and summarization of data/documents with the
aid of an interactive interface. Here, we focus on the ones that are
more critical for our current and future work.

The idea of using an ontology to explore data in an orderly man-
ner is not novel. For instance, the Flamenco [24] and the Mambo
[6] systems make use of hierarchical faceted metadata for browsing
through image or music collections. In our approach we adopt sim-
ilar techniques to support the exploration of conversations. More
specifically, in Flamenco [24], while navigating an image collec-
tion along conceptual dimensions or facets (e.g. date, theme, artist,
media, size, color, material etc.), every facet hyperlink that can be
selected to derive a new result set is displayed with a count as an
indicator of the number of results to expect i.e. the count works
as a query preview. Similarly, we have included a count beside
each node of the ontology to indicate the number of sentences in
the conversation that have been mapped to it. Another idea we have
borrowed from the Flamenco and Mambo systems is to use sum-
mary paths to simplify the user interaction with the ontology. In
Flamenco, different paths may lead to a collection of images at a
particular time; so Flamenco uses a summary path along the top of
the interface to show exactly which path was taken and uses links
along this path to retract to a previous decision along the path. Sim-
ilarly, the Mambo system provides breadcrumb style filter history,
which gives an interactive overview of the active facet filter. In our
interface, to facilitate the inspection of a possibly large ontology,
nodes can be minimized (i.e., their children are hidden). So, it may
happen that the set of tags selected by the users is not fully visible.
To address this problem, we are working on including a summary
of the ontology node selection at the top of our interface, as it is
done in Flamenco and Mambo.

An extractive approach for generating a decision-focused sum-
mary suitable for debriefing tasks has been proposed in [9]. This
type of summary includes only 1-2% of a meeting recording re-
lated to decision making. In addition to the transcripts, the interface
takes advantage of the audio-video recordings to better understand
decision points. While the interface in [9] makes use of only di-
alog acts for focused summary generation, ours additionally uses
speaker and entity information. Furthermore, we are not limited to
extractive techniques as we are also exploring focused summariza-
tion by abstraction. The interface proposed in [9] also considers
features that are specific to conversations about designing a new
product (see AMI corpus [5]), in which you typically do not have
only a single meeting but a series of meetings, the kickoff, the con-
ceptual design, the detailed design, and the evaluation meetings.
While we also aim to consider series of related conversation we in-
tend to do it in a general way, i.e., not being limited to conversations
about designing a product.

The Ferret Meeting Browser [22] provides the ability to quickly
find and play back a combination of available audio, video, tran-
script and projected display segments from a meeting side by side
for comparison and inspection synchronously and allows naviga-
tion by clicking on a vertical scrollable timeline of the transcript.
Users can zoom into particular places of interest by means of a
button and by zooming out they get an overview of the meeting
in terms of who talked the most, what meeting actions etc. In the
future, we’ll extend our interface to include an overview of the con-
versation integrating ideas from the following projects.

The Meeting Miner [3] aids browsing multimodal meeting
through recordings of online text and speech collaborative meet-
ings using timeline navigators of content of edits as the main con-
trol for browsing. In addition, it can retrieve a set of speech turns
spread throughout the conversation focused on particular keywords

that can be selected from a list of automatically generated keywords
and topic. The users can also navigate to the audio segments that
have been identified as relevant using the audio timeline for random
access of the file. The Meeting Miner [3] automatically identifies
a set of potential keywords and the users can decide to view these
in alphabetical order, ranked by term frequency or simply by time
of appearance in the conversation. A similar concept has been dis-
cussed in the future work of FacetMap [16] where the authors men-
tion implementing the ability to dynamically order the facets, such
as by count, alphabetically by label, by usage, or by some specific
facet ordering. The entities on the ontology tree of our interface
are equivalent to Meeting Miner’s keyword panel entries and we
are currently listing the entities in alphabetical order; but a differ-
ent ordering based on the count etc. may prove more helpful to the
users.

The CALO meeting assistant [17] is used for capturing audio
signals and optional handwriting recorded by digital pens for dis-
tributed meetings. During the meeting the system automatically
transcribes the speech to text and the participants are fed back a
real-time transcript to which annotations can be attached. At the
end of the meeting the system performs further semantic analysis on
the transcript like dialog act segmentation and tagging, topic identi-
fication and segmentation, question-answer pair identification, ad-
dressee detection, action item recognition, decision extraction and
summarization. The result of this analysis is made available via a
web-based interface. The off-line meeting browser interface dis-
plays the meeting transcript segmented according to dialog acts.
Each dialog act is shown along side its start time, speaker, and a
link for streaming audio feedback for the transcript segment (in
case the users want to overcome any speech transcription errors).
The CALO browser also provides the users views of the extractive
summary of the meeting and above mentioned annotations in sep-
arate tabs. A lot of the annotations provided by the CALO system
overlap with our segmentation of the transcript and knowledge con-
cepts represented in the ontology tree but the CALO browser pro-
vides more flexibility by providing the users means to attach their
own annotations, which is an interesting direction we could explore
in our future prototypes. Our interface differs from CALO by pro-
viding a way to focus on the users’ particular information need by
referring to the ontology and by providing an option to generate
abstractive or extractive summaries.

In iBlogVis [10], the authors use social interaction cues like com-
ment length, number of comments, regular commenters etc. and
content cues like topics of a blog, blogger’s posting habits etc. to
provide the users with an overview of a blog archive and to sup-
port them in deciding which entry to read. The font size of a tag
for blog topic representation indicates its popularity, a concept that
we shall employ in the future for our textual collage representation
of conversation content. iBlogVis uses the idea of read wear [8], a
means of graphically portraying the document’s readership history,
to help users keep track of entries that have been read, have not been
read, or the one that is currently being read using different colors.
Similarly, we are currently working to provide users an option to
log the current ontology settings so that they can keep track of the
combinations tried before.

MostVis [15] uses a multiple co-ordinated view for browsing a
catalog for multimedia components in a car. Besides the textual
label of each node in the catalog node-link tree representation
there is an additional icon representing element type (car series,
function block, functions, parameters etc.). This is similar
to our use of a short string representation or icon beside the
ontology tree nodes. MostVis also has a history window with
undo and redo button where an entry is logged every time an
expansion or minimization of the node-link tree occurs. We are
exploring how a similar mechanism could be added to our interface.



(The following portion of the section is literature review rel-
evant to the interface redesign that I have implemented for the
scope of this course project.)

The distribution of words or phrases in a text document has been
explored using different techniques, the central theme of all of them
being use of size to encode the frequency of occurrence of a word.
Wordles [19] use tag-cloud-like displays that give careful attention
to typography, color and composition. The font size of the words
are linearly related to frequency of word in the text. Wordle makes
compact use of space but cannot be used to compare contents of
documents. TextPool [1] text collages adjust dynamically in re-
sponse to user interaction and to changes in stream content like wire
feeds. The salient terms from the stream are connected to their co-
occurring terms by links whose lengths are scaled by the inverse
of their co-occurrence, so that terms that are closely related and
co-occur often are close to one another in the graph. TextPool uses
brighter terms for recent topics and less bright ones for older topics,
an idea which is similar to my design for the marker bar. TextArc
[13] shows the distribution of words in a document using colloca-
tion and displays the entire text in one view. iBlogVis presented in
[10] also uses a tag cloud representation of the heavily discussed
topics. In contrast to most techniques, the Word Tree [11] uses the
square root of the frequency of the word so that the area of the word
is very roughly proportional to the frequency (except the variation
created by word length).

The collocation of words based on lexical or syntactic relations
is another aspect of text content analysis. The Word Tree provides
a way to explore the phrases in a text in an interactive way. How-
ever, it does not provide any sort of overview of the text nor does it
present an initial search term for viewers to start from i.e. there is
no natural entry point to the text. The Phrase Net [7] interface al-
lows users to input different regular expressions to analyze the text
from different perspectives. In my work, the ontology concepts act
as natural entry points, but I am not handling sentence level analy-
sis of word relations. A common request from the Word Tree users
was for the ability to click on an item in the visualization and see the
places in the raw transcript where the item appears. This is the same
as the highlighting of the entities in the transcript in my interface.
Arc diagrams [20] are capable of representing complex patterns of
repetition in string data with many different repeated sub-sequences
and multiple scales of repetition. For each consecutive matching
pair on the string, the corresponding intervals are connected with a
translucent thick semi-circular arc. The height of the arc is thus pro-
portional to the distance between the two sub-strings. The translu-
cency allows to reveal highly repetitive structure. A similar effect is
achieved through the distribution of markers along my marker bars.

The participatory information presented in the Ferret meeting
browser [22] is similar to the distribution of markers along the
Speaker marker bar in my interace. [21] uses a grid structure to
show how the metadata of the text corresponds to a row in the text.
Each paragraph in the document overview is lined up with a column
in the grid and metadata concepts correspond to the rows. To show
that a tag has been applied to a particular paragraph the cell where
the appropriate column and row meet is shaded. The color of the
cell is determined by the value of the applicability attribute. When
a mouse hovers over a grid cell all relevant tags on the metadata
tree are highlighted. The metadata is another example of facets of
the conversation text and the grid is an alternative to our marker bar
in showing distribution of concepts. The count beside the ontology
concept labels, the marker bar, the sentence tags in the summary
view are all examples of scented widgets [23] that provide cues for
more informative data.

3 SOLUTION

The design of my current interface for browsing and summarizing
conversations has evolved through numerous iterations of applying

HCI, NLP and Information Visualization principles. I had started
with the interface presented in the subsection ‘Stage 1 Design’ and
had modified it to the fully functional prototype described in ‘Stage
2 Design’ subsection. Within the scope of this course project, I have
further modified the interface based on InfoVis visual encoding and
interaction principles. The latest design is presented in subsection
‘Stage 3 Design’.

3.1 Stage 1 Design
The details on an initial interface to aid creating visual structured
summaries of conversations can be found in [4]. This interface
relied on mapping the utterances of the conversation into an on-
tology that then could be used to search the conversation accord-
ing to the annotation. The ontology in this interface contained
nodes for participants of the conversation and properties of the ut-
terance/sentence such as whether it was expressing a decision, a
problem etc i.e. the DAs. The initial design contained two panels -
a panel on the left for displaying the transcript and another on the
right to show the ontology (see Fig 2). The transcript panel showed
the sentences of the conversation one per row, ordered temporally,
prefixed by the sentence identifiers. The ontology was presented
in a tree-structure allowing multiple node selection using check-
boxes juxtaposed to the node labels. Each node on the ontology
was assigned a distinct color. Given the information shown in the
two panels, the users could generate visual, structured summaries
by selecting nodes in the ontology. As a result, the sentences that
could be mapped in the selected nodes would be highlighted us-
ing the color assigned to the selected node. If a sentence could be
mapped into multiple selected nodes, the highlight color would be
a combination of the colors used for the original nodes.

3.2 Stage 2 Design
The stage 2 design (see Fig 3) addressed several limitations of the
initial prototype presented in the previous subsection. It consisted
of three integrated views - the Ontology View, the Transcript View
and the Summary View. The details on the display and interaction
design of this stage can be found in [14]. I am stating the solutions I
provided at this stage to a few problems with the intial design from
information visualization point of view below.

The accuracy of visual channels can be measured by how many
level of information they can convey, whether they can be inter-
preted separately or are automatically merged. One of the major is-
sues with the initial interface was the use of highly saturated colors
to highlight sentences. In addition, the solution was non-scalable,
as a sentence could be tagged with multiple labels and using a com-
bination of the colors of the original nodes becomes perceptually
indistinguishable very quickly. If we consider a sentence with just
one Speaker tag and one DA type tag there is 4x5=20 possible col-
ors that could be applicable, and human beings can hardly distin-
guish more than a dozen colors in such a situation. The actual sit-
uation is far worse as a sentence can be classified as multiple DA
types simultaneously. Another conceptual problem with this solu-
tion was using colors to show two different categorical attributes
(Speaker, DA type) when the color map for categorical + categori-
cal attributes are perceptually inseparable. The solution I came up
with in this stage was, instead of using color, I had added a column
(named Tags) to the left of the transcript utterances, in which the
(selected) mapping to the (knowledge concepts within) ontology of
the corresponding utterance can be displayed.

I had also included entities mentioned in the conversation to the
ontology representation. Searching the conversation using a partic-
ular keyword can only be used when user has previous knowledge
about the content and want additional information on a particular
entity. Representing a list of entities enables the user to perform a
more refined search and browsing of the conversation. In addition,
the entities also provides the user with a quick overview of the con-



Figure 2: Stage 1 design

Figure 3: Stage 2 design with 3 integrated view - the Ontology View (left), the Transcript View (right), the Summary View (bottom)



tent of the whole conversation without browsing the transcript. I
had also included count within parentheses beside the labels on the
ontology tree as information scent. For leaf nodes, the count indi-
cates how many sentences were mapped to this node and imply its
relevance for the summary.

To take advantage of visual popout, I had decided to use icons
associated with the ontology concepts instead of text labels as rep-
resentation of tags in the Tags column. I had used pink rectangles
for the Speaker type tags and yellow circles for the DA type tags
to make the ontology core concepts distinguishable using color and
shape channel. A word can have different meanings in different
contexts, that’s why instead of showing the entity tags in the Tags
column, I was highlighting them in bold blue font within the tran-
script sentences.

I had included gridlines in light gray in the transcript to make the
separation of the temporally ordered sentences (one per row) ap-
parent. In the Utterance column, the sentences spoken by a speaker
subsequently without intervention from another speaker (know as
turns in NLP terms) were grouped using containment within a larger
grid box.

The summary view was a new addition at this stage that worked
as a filtered view of the sentences that can be mapped to the nodes
currently selected on the ontology. Although these sentences can be
inspected in the context of the transcript, they may be highly dis-
persed and the length of the conversation may make it impossible
to display them in a satisfactory way within the currently view-
able portion of the transcript. The summary view is linked to the
transcript view as well. Clicking a sentence in the summary view
highlights the corresponding sentence in the transcript view (along
with the two preceding sentences and the two subsequent sentences
to make the highlight easier to spot) and also adjusts the viewport
on the Transcript view to show the highlighting by auto-scrolling.

The summary view is also an important addition to the interface
since it decouples the task of identifying informative sentences and
the task of generating a focused summary for those selected sen-
tences. This makes it possible to choose either an extractive or an
abstractive [12] approach for the generation task. A user after she
has inspected the conversation through the mapping to the ontol-
ogy may wish to generate summaries covering only some aspects
of the conversation (which are especially relevant to her current in-
formation needs). For instance, she may need a summary of all the
positive and negative comments that were expressed in the conver-
sation about two particular entities (e.g., new design and interface
layout).

3.3 Stage 3 Design
Most of the basic concepts from the Stage 2 design have been pre-
served in this stage. However, I have modified the interface to be
more visually representative of the data using InfoVis principles
(see Fig 4). I have improved the data encoding by making efficient
use of more visual channels and have provided new ways of inter-
action. I have also changed the layout of the multiple views to make
better use of screen real estate. The details of my recent modifica-
tions and the rationale behind them are enumerated in the following
subsections.

3.3.1 Data Encoding

I am now using the shape, color, size, and position visual channels
for encoding of data attributes as opposed to minimally using shape
and color to code the core concepts (the pink rectangle and yel-
low circle shaped icons) in the previous design stage. The first two
channels, shape and color, can be used efficiently for a relatively
limited number of levels before they start loosing distinguishability.
On the other hand, theoretically, size and position can be used to en-
code a much larger number of levels but they take up screen space
which is a limited resource. Although spatial position is the most

efficient channel to encode all types of data (quantitative, ordinal or
categorical), text itself has an inherent linear order and displaying
text in a legible manner puts it up as a contender for screen space.
The nature of each of these data channels and their efficiency mea-
sured in terms of accuracy, discriminability, separability, and the
ability to provide visual popout have been taken into account while
deciding the encoding of my data attributes (speaker, DA type, en-
tity etc.).

Figure 5: Ontology View concept encoding using size, shape and
color channels

The count within parenthesis beside the node labels on the on-
tology tree act as information scents; a higher frequency indicating
repeated occurrence of that particular type within the items of the
dataset. For a better visual representation of this information scent,
in this stage, I have scaled the font size of the labels (see Fig 5)
i.e. now I am using a larger font for nodes with larger counts to
make them stand out more. However, the frequency distribution for
the three core nodes DA type, Speaker and Entity are not the same.
Entities in a conversation rarely appear more than 5 or 6 times. On
the other hand, since each of the sentences can be mapped to a
speaker, for a sizeable conversation (around 1000 sentences) each
of the speaker nodes would have hundreds of sentences mapped to
it. The DA type leaf nodes have a distribution similar to speakers.
To keep the labels legible I had to impose a minimum and maxi-
mum font size for the scaling. Given these boundary conditions,
using a linear function to scale the fonts for the leaf nodes was not
possible as it would assign the maximum font size for most of the
nodes under the Speaker and DA type core nodes. Using a loga-
rithmic function would not provide a satisfactory solution since it
would not reflect the variation in the frequency of the entities. As
a solution to this completely different distribution of nodes under



the core nodes, I am displaying the entities in a tag cloud format
(see Fig 6) separate from the Ontology View. This has allowed me
to use two different scaling functions for the labels in the two dif-
ferent views; a logarithmic scaling function for the Ontology View
containing nodes for the DA type and speaker concepts and a linear
scaling function for the Entity View representing the entity con-
cepts.

The Entity View is a textual collage of the list of entities referred
to in the conversation represented in a tag cloud format, in a
rectangular tag arrangement. The entities are listed in a sequential
line-by-line layout. It is possible to select multiple entities simulta-
neously from the list and the color channel is used to differentiate
the set of entities that are selected from the unselected ones. I am
using black for the unselected entities, blue for the selected ones
and white on mouse hover over an entity tag. To make it clear to
the user that there is no correlation between the sizes of the labels
in the two views (Entity and Ontology) since the scaling function
are different I have also set the background color of the Entity
View different from the Ontology View. Since I am using color
as one of the important visual encoding channels for the DA type
concepts in the Ontology View (discussed below) I have kept the
background color of the Ontology View white (see Fig 5 and Fig 6).

The DA types in my interface is a fixed size set (size is 5). Al-
though this set could be extended if I used other supervised classi-
fiers trained on annotated data, for the extant of my project the list is
unchangeable, making it possible to use shape and color channels.
In the stage 2 design I was using pink rectangles with abbreviation
of the speaker name as icons for the Speaker nodes, and yellow
circles with characters like ’+’, ’-’ etc. to indicate PositiveSubjec-
tivism, NegativeSubjectivism etc. for the DA type nodes. There
is a strong domain convention to use red for negative sentiments
and green for positive sentiments, which I have followed for the re-
designed icons and I have used luminance to counter the limitation
of using red-green hues for color-deficient users. I have made the
other DA type icons of distinctly different colors. I have also used
the shape channel for the DA type concepts. So, instead of using a
circle containing a ’+’ or ’-’ sign I am now using a green ’+’ or a
red ’-’ shaped icon. For the other DA type nodes, I have used the
shape of the most common icon found when I googled using the
keywords (see Fig 5).

Although the speakers in the AMI meeting conversations are
fixed, this is not the case with the email and blog discussions where
the group of participants is of variable length. That is why shape
and color are not scalable solutions for the speaker nodes. Also,
there is no intuitive mapping from a person’s name to shape or color
and users of the interface are interested in knowing exactly which
participant is saying what rather than just identifying a change of
speaker. As such, I have decided to use the abbreviations of the
speaker names as representative glyphs for the concepts (see Fig
5).

In the transcript view, I have split the column ‘Tags’ encasing
both DA type and speaker to two separate columns, the ‘Sentence
Type’ column and the ‘Speaker’ column (see Fig 7). This has en-
abled me to incorporate the speaker as a turn parameter which has
two-fold advantages. Firstly, the icon for a particular speaker now
appears only for the middle sentence of a turn, this reduces the time
the user would have spent in verifying who is the speaker if it ap-
peared for every line of text. Secondly, although speaker is still a
filtering criteria selectable from the Ontology View, I am display-
ing the speaker icons all the time in the Transcript View to help
users maintain orientation. Separating the columns reinforce the
behavioural differences between the DA type and speaker concepts.

I am also redundantly coding these attributes using spatial
positioning in the Trancript View. In the ‘Sentence Type’ and the
‘Speaker’ columns, icons for specific leaf nodes of these categories

appear in specific locations. This solution for the ‘Speaker’ tag
is applicable for the AMI meeting dataset only and cannot be
extended to the email and blog conversations due to their varying
list of participants (the number of participants in blog conversation
can even reach upto hundreds).

In the stage 2 design, the extractive summary sentences in the
Summary View were prefixed by the speaker of the sentence. This
lacked the information why a sentence was selected to appear in
the summary in the first place (unless the user was only exploring
the Speaker subtree). In the new design, I have prefixed the tags
for the selected ontology concepts that can be applied to the sen-
tence to make the summary view self-contained without looking
up the transcript. Also, I have add the line number for the sen-
tences in the conversation in the transcript view as well as in the
summary view. This provides the user an idea whether the sen-
tences being selected are concentrated at a portion of the conver-
sation indicating a possible topic shift. Providing these types of
information scent is even more important for abstractive summary
approach since for this approach the sentences are aggregations of a
set of transcript sentences and without the cues the user has to rely
completely on the quality of the abstractive summary generation
component, which like any other machine learning approach, has a
degree of uncertainty involved. For abstractive summary sentences,
I have provided a list of line numbers for the component transcript
sentences after each summary sentence (see Fig 8).

3.3.2 Interaction Design

Despite the visual cues provided as tags for the transcript sentences
and the link between the summary view and the transcript view in
the stage 2 design, the user still had to spend considerable time
scrolling through the transcript since normally inspection of the
context sentences is mandatory to fully understand the relevance of
the tagged sentence and sometimes the tagged sentences are widely
spread out through out the conversation length. I have added marker
bars (see Fig 9) as a new mechanism for interacting with the tran-
script view to reduce this scroll time. I have decided to use 4 parallel
marker bars instead of just one to reduce visual clutter. Now, there
is one marker bar dedicated to each of the ontology core concepts
(speaker, DA type and entity) and along each of these bars the most
recently added tag of the type is shown in a highly saturated color
while the older tags are shown in less saturated shades of the same
color (blue for entity, red for participant and green for DA type). I
have chosen the two shade encoding assuming that users would be
adding a single concept (or a relatively small number of concepts)
at a time as a filtering criteria and would want to inspect the effect
of latest addition further before proceeding to adjusting the filtering
criteria to satify her information need. There is a fourth marker bar
along which (orange colored) markers appears for the sentences the
user identifies as important (despite not being tagged). This allows
the user to easily find those sentences later to re-inspect them. The
mapping from the Summary View to the Transcript View (for ab-
stractive summary) is also shown as (purple colord) markers along
this bar. Although the markers on the different bars do not interact
with each other, the bars are placed very close to each other; so,
I have used a colorbrewer qualitative palette (colorbrewer2.org) to
choose the colors of the markers. I have also set the background of
the marker bars to a very light shade of gray so that the effect of the
color coding is not interfered with. Due to scalability issues, only
the core level concepts could be color coded. To distinguish leaf
level concepts I am using the tooltip text of the markers. So, when-
ever the user hovers the mouse pointer over a particular marker,
the corresponding concept is shown as a tooltip text. This can be
considered as a rudimentary details on demand interaction where
as the distribution of markers along the bars act as an overview of
the document from the perspective of the concept’s occurence along



Figure 4: Stage 3 design based on InfoVis principles

Figure 6: Entity cloud using size and color for encoding and postion as sort order



Figure 7: Transcript View with separate columns for Speaker and DA type; spatial position as encoding and Speaker turn parameter



Figure 8: Summary View with information scent

Figure 9: Marker bar with color encoding core concept and tooltip
showing leaf-level concept



the conversation length. Clicking on a marker auto-scrolls the tran-
script and makes the part of the transcript corresponding to the tag
associated with that marker visible to the user (using highlighting),
this is an instance of change of viewport type of interaction).

The Entity View is a useful entry point to the conversation pro-
viding a list of precompiled keywords. However, the long list of
entities impose cognitive load on the user. To enable users to con-
centrate on a subset of the entities I have listed them in a descend-
ing order of the frequency count and have provided a range slider
where the user can specify a minimum and a maximum count for
the list of entities. This fades out the entities falling outside the
range selected and thus narrow down the search scope. Also, I have
provided a control to change the sort order of the entities to alpha-
betical listing (an important aspect of text data). This is an example
of interaction to change spatial position of the elements according
to sort order (see Fig 6 and Fig 10).

The entity cloud is a list of the noun phrases in the conversation
extracted automatically; hence, it cannot be taken as a complete en-
listment of entities. Also, some adverb and verb forms are strong
cues for conversational direction. For example, to find a decision
taken in a conversation a user could lookup the sentences mapped to
the ‘Decision’ DA type node or look for keywords like ‘finally’. In
addition to browsing the conversation in a structured way using the
entity cloud and the ontology tree, I’ve provide a keyword search
option to the user to increase the flexibility of search. When the
user types in a keyword and clicks the search button it takes the
user to the first occurrence of the term in the transcript and high-
lights the corresponding sentence. The subsequent occurrences of
the term can be identified by further clicking the search button. A
dialog box is shown with a message relating that there is no more
occurrences of the search term once the user has reached the end
of the transcript. This is similar to the search functionality of basic
text editors (see Figure 11).

3.3.3 Layout Design

The design presented in stage 2 was also lacking in efficient use of
screen space. In this phase, I have attempted a better layout of the
multiple views (see Fig 4) in terms of use of screen real estate and
usage of each of the views. I have also tried to place the controls
and interaction mechanisms for a particular view close to it.

I have placed the array of marker bars beside the Transcript View
to emphasize their role as an interaction mechanism for browsing
the transcript. I have also made the bars use the full length of the
screen space available since even after providing separate bars for
the ontology concepts there is still a considerable amount of clutter
induced by overlapping markers due to space contention. In laying
out the parallel bars from left to right, I have taken into considera-
tion of the usage of the particular core concepts (according to the
pilot study I have conducted before). Since users find the Entity
concept most important for identifying informative sentences the
bar for it is closest to the Transcript View, then I have placed the
Speaker marker bar and the DA type marker bar. I have given the
fourth marker bar for the override and summary sentence map high-
est priority and have set it right beside the transcript view for two
reasons; due to the small number of markers that are placed along
it, it is easy for the user to overlook it if it is placed farther amidst
the cluttering of colors on the other three bars. Also, the override
control is a direct reflection of the user’s current information need
which is what we are striving to satisfy using this interface. Sim-
ilarly, the range slider and sorting controls for the Entity View are
placed closer to it.

The filtering controls like the Ontology View and the Entity View
have been placed towards the left side of the interface. The sum-
mary View has been moved to the right side of the interface to em-
phasize its role as a result of the interaction (even though the sum-
maries can be used as interaction mechanisms themselves). This

places the Transcript View at the centre of the layout in keeping
with the notion of centrality of the conversation transcript to the
task at hand.

4 IMPLEMENTATION APPROACH

The ontology mapping has been done in stage 1 [12] and all data
parsing, formatting has been done in stage 2 using Python scripts
and the formatted files were stored offline to reduce data loading
time. The natural language generation component used to derive
the abstractive summary is also based on Java and SimpleNLG api
and uses the sentence aggregation technique described in [12]. For
the scope of this course project, I have made changes to the front
interface which has been built using Java Swing and AWT com-
ponents. Since the entire front-end application has been developed
using Java, it is platform independent and free-source. The detailed
implementation approach for the stage 3 redesign is as follows.

I have built the marker bar and the entity cloud visualization and
interaction widgets from scratch using Java Swing components. For
the Entity View, I am using a freely available data structure (pack-
age org.mcavallo.opencloud) to maintain the list of entities and their
corresponding scaling weights. The range slider control for the
Entity View is based on a code snippet off the web where I have
customized the look and feel for my application. I have also mod-
ified the codes for the Transcript View and the Summary View us-
ing Swing component properties. The keyword search box for the
Transcript View is also based on code snippet copied from the web;
I have only implemented the functionality for this control.

5 SCENARIO OF USE

One of the uses of the interface I have presented here would be
as an analytical tool by the NLP experts. Almost all NLP appli-
cations provide results in a flat text format which is incomprehen-
sible through manual inspection; and as such, statistical measures
are used to verify the performance of these applications. However,
statistical measures are not exhaustive and some patterns are easier
to identify using human perception. I am relating such an anec-
dote from the early development phases of the interface. Right
after adding in the count for the ontology concepts (see Fig 5), it
became clear that the counts for the ‘PositiveSubjective’ and the
‘NegativeSubjective’ nodes seemed to be highly correlated. To ver-
ify whether that was a coincidence or not, I loaded different con-
versational test data on the interface and also checked one of the
input files manually to make sure the problem was not due to a pro-
gramming ‘bug’ on the interface end. It turned out that the error was
introduced during a recent modification to the background ontology
mapping application. It became apparent that the interface could be
a useful verification tool as NLP applications are highly dependent
on annotating data using different aspects. An NLP expert could
easily extend the ontolgy based on these annotation concepts and
use the interface to verify whether the algorithm is behaving in the
way it is expected to.

The summary generated interactively using the interface could
also be helpful for satisfying specific queries of a user on a particu-
lar conversation thread. Consider a scenario where an employee has
recently joined a product designing company. Automatic meeting
abstracts would allow this new personnel to prepare for an upcom-
ing meeting or review the decisions made by a previous group. This
person could be specifically looking for the commonly-used func-
tions of the remote control that the group was designing. Using
my interface this new employee could easily browse the transcripts
(may be generated by Automatic Sound Recognition or as a part of
meeting minutes) and find out what was the final decision, whether
there was any alternatives the team considered, and what was the
reasoning for and against any alternatives.

Given the above task description, the user, aided by my interface,
might first skim through the entities in the tag cloud and select enti-



Figure 10: Entities sorted by name using control

Figure 11: Keyword based search box



ties like ‘remote control’ and other entities like ‘button’ or ‘lcd’ that
seem related to remote control designs (see Fig 6). This would high-
light those entities in the transcript and markers along the marker
bar would appear (see Fig 4). At this point the user could employ
two different approaches to inspect the sentences further; she could
click on each marker (see Fig 9) and read the corresponding por-
tion of the transcript, or she could look at the filtered sentences in
the summary view (see Fig 8) and make informed choice on which
sentences to inspect further in the transcript. The link between the
summary view and the transcript view would reduce the scroll-time
if she decided to use this approach. Alternatively, when using the
marker bar as the main form of interaction she could look at the
distribution of the selected entities along the bar and first try to
inspect the part of the conversation where the relevant entity key-
words appear close to each other i.e. where the markers for the
phrases ‘remote control’ and ‘button’ are concentrated. The tooltip
text provided for the markers would help to identify such regions.

To narrow down search scope for the alternatives considered and
the reasoning behind them the user might want to select the ‘Pos-
itiveSubjective’, or the ‘NegativeSubjective’ on the ontology view.
Further, the user might even employ her real world knowledge that
ultimately a decision would be made by the ‘ProjectManager’ and
concentrate on ‘Decision’ type sentences by that particular speaker.
To find out what other topics were highly discussed, the user might
want to use the range slider provided for the entity cloud and set
it to retain entities with higher counts in the conversation (see Fig
12). This would significantly reduce the number of elements shown
on the entity cloud and enable the user to concentrate on a much
smaller set of entities and try to correlate them with the task on
hand. While looking through the transcript she might remember
she had seen the word ‘battery’ being mentioned in the conversa-
tion at some point and that might be relevant to the power source
feature of the ‘remote control’. She could then type in the phrase
‘battery’ in the search box provided for the transcript view to look
at all occurrences of the term, one at a time in the temporal order
they appear (see Fig 11). On the other hand, she could use the ‘Sort
by name’ control for the entity cloud and check whether the term
‘battery’ is one of the keywords. The alphabetical ordering of the
entities in this mode would make the searching task faster and ex-
haustive for the user (see Fig 10). If ‘battery’ does appear on the
entity cloud (is identified correctly by my background application)
the user could then select it and resort to further inspection using
the marker bar.

6 DISCUSSION AND FUTURE WORK

The abstractive summary is generated based on a natural language
generation component. Presently, the ontology concepts can be in-
ferred from the sentences generated but extracting them would be
computationally expensive and redundant since they are already be-
ing done once in the NLG component. In the future, I shall modify
the summary generation application to output the DA type, speaker
and entity annotations as well as the list of summary sentence to
transcript sentence map and I’ll include information scents simi-
lar to the extractive summary for the abstractive summary as well.
Due to time constraints, I was not able to implement the function-
ality of linking the individual component sentences in the list to the
transcript, which is an easy extension for the future. Recurring pat-
terns or phrases are common among individual posts in an email
or blog thread or among the series of meetings in the AMI corpus.
An overview of this type of repeatitions may be helpful to the users
to satisfy complex query needs. A way to analyze such recurring
patterns has been discussed in [2]. The check box override con-
trol could be extended in functionality in the reverse direction to
exclude one of the tagged sentences from the generated summary.
There is a number of ways the entities could be clustered based on
their semantic relationships or collocation. The concepts presented

in PhraseNet and WordTree could be extended to visualize such
groupings of entities referred to in the conversation.

The screen real estate could be put to better use by using dynamic
layout. In that case, some of the views and controls could be kept
collapsed while the user is focusing on conversation analysis us-
ing particular widgets. I am also thinking about a more intelligent
placement algorithm for the markers on the marker bar to reduce
clutter. I need to find a balance between efficient display of the tags
and computational cost involved for more sophisticated placement
strategy.

There is work to be done to improve the performance of the inter-
face in terms of interaction time. To achieve this I am redesigning
the code structure to make it more optimal and to use data struc-
tures that have a better access time. I am also going to run some
of the more computationally expensive code segments on a sep-
arate thread to leave the GUI rendering thread free to handle the
graphics and other interactions of the user while the computation is
performed.

Finally, the efficiency and usability of the current design can be
assessed only through a formative user study. I am currently design-
ing an experiment for this purpose and plan to carry out the study
in near future.

In conclusion, I have presented an interface for browsing human
conversations and summarizing them using generic concepts rep-
resented in an ontology. The main contribution of my project (the
entire scope of my thesis) is the extensibility of the approach to
multi-modal conversations. The redesign implemented within the
scope of this course project will provide the user with a more ef-
ficient interaction mechanism and will reduce the time required to
identify informative sentences within the transcript.
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Figure 12: Range slider and its effect on entity view


