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• Human-centered design for geovis	


•  David Lloyd and Jason Dykes. Human-Centered Approaches in 

Geovisualization Design: Investigating Multiple Methods Through a 
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•  Evaluation through insight	


•  Purvi Saraiya, Chris North, Karen Duca. An Insight-Based Methodology 

for Evaluating Bioinformatics Visualizations. IEEE Trans. Vis. Comput. 
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• Crowdsourced perception experiments	


•  Jeffrey Heer and Michael Bostock. Crowdsourcing Graphical Perception: 
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Proposing and evaluating methods of evaluation for the 
development of infovis applications.	
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Overview	
  
•  Problem	


•  How to apply human-centered (HC) design processes to the early stages 

of geovis design?	



• Method + Evaluation	


•  In depth, 3-year case study with 3 domain specialists	


•  Follow HC design process to design a geovisualization	



•  Paper summary of the whole process	


•  Published details of the study at each stage in separate papers	
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Case-­‐Study	
  Method	
  
• Use stages in ISO Standard 13407 on human centered-design	



•  Focusing specifically on early stages (in white)	



•  Employ multiple HC methods at each stage	


•  Assess effectiveness of each method for the goals of the stage	
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Fig. 2. Stages of the Human-Centered Design process described in ISO13407 [27]. Those addressed in our study are highlighted in white, with
‘snapshots’ of some of the graphical approaches investigated throughout the process shown by way of example in Fig. 1.

adequate for exploratory analytical activity. The domain and organi-
zational contexts are likely to reflect the situation of a large number
of similar cases. We interacted with these three specialists for several
weeks during each stage of our research over the three year period.
Mutual understanding was developed through this process as a long-
term relationship developed. We used a number of methods structured
as related case studies that linked together in a cohesive way by em-
ploying Gerring’s design typology [22]. This methodological design
[36] enabled comparisons to be made between HC approaches. Qual-
itative and quantitative analytical techniques were used to evaluate the
effects of the methods, with findings triangulated where possible with
evidence from multiple strands of inquiry to give us confidence in our
results. This corresponds closely to the mixed-methods [24] approach.

ISO standard 13407 on human-centered design processes for inter-
active systems [27] identifies key activities as: understanding context
of use; determining requirements; producing designs; and their evalua-
tion (Fig. 2). The HC literature reveals an evolving repertoire of tools,
approaches and nomenclature in support of ISO 13407 [41]. His-
torically, visualization practitioners have not adhered to any one HC
school of thought and we too adopted a pragmatic approach, drawing
upon common techniques that seemed plausible in the contexts of our
cases. The majority of data we collected were qualitative in nature and
analysis was carried out using audio transcription [6, 33], coding [34]
and qualitative data analysis techniques [43]. These were underpinned
by approaches for generating meaning and for testing and confirming
findings [43]. The outputs from each stage of the ISO13407 process
investigated provided input to later stages, in terms of the evolving
development of a design, as our knowledge of the specialists’ context
and data grew and as we experienced and reflected upon how well suc-
cessive HC approaches worked in a geovis situation. It is important to
emphasise that the focus of our research is how HC approaches work in
a geovis context, although inevitably we have gained insights into the
processes of constructing a geovis application along the way that will
prove to be of benefit to visualization researchers. We have reported
aspects of our research in detail as it has progressed [37, 38, 39, 36]:
this paper lacks some of that detail but represents a reflection upon the
wider body of work in which we are able to draw higher-level con-
clusions by triangulating between experiences and the multiple cases
involved in the long-term study and thus make broad recommendations
that may be of use to others in geovis design and beyond.

2 UNDERSTANDING CONTEXT OF USE

We considered ethnographic field research methods and used Contex-
tual Inquiry (CI) [5], with a range of data collection methods [48] such
as interviews, observation, questionnaires and examining documents
to understand specialists’ context of use. We employed content anal-
ysis [31] techniques including calculating word frequencies, examin-
ing keywords-in-context [40], constructing networks of relationships
between concepts and using card sorting [25, 44, 57] to study spe-
cialists’ task categories identified through these approaches. CI is a
pragmatic approach for researchers: Beyer and Holtzblatt describe the
core premise as “go where the customer works, observe the customer
as he or she works, and talk to the customer about the work” [5] and
advocate a ‘master-apprentice’ model when working in the field. We
found that this worked well in practice. The roles are assumed easily
and useful information is gleaned on both sides. Enabling the domain
specialist to assume a dominant role in a familiar context at the out-

set of a collaborative project can also be a useful device in terms of
developing trust and confidence and team-building.

Interviews provided insights on specialists’ skills, experience, tools,
aims, inputs and outputs that would be of use to a visualization de-
signer. Observation provides a less systematic approach to gathering
contextual information, with a smaller coverage than interviews. It
did however lead to avenues of inquiry and to insights that it is hard
to imagine surfacing in an interview and it can lend additional weight
to interview evidence. Studying internal documents was an effective
way of learning about specialists’ context without taking up their time.
Studying external documentation, such as academic literature on the
domain, provided corroboration of insights obtained from specialists
and grounded their context to the domain generality.

One HC approach where the nature of geovis made a difference was
card sorting. Using it to understand how specialists grouped plausible
domain tasks enabled us to include spatial tasks next to others and see
how they were categorised – to get a sense of the importance of the
spatial components of information in the context of task. Cluster anal-
ysis made comparing different tasks possible, and including a geovis
designer in a card sort yielded a quantitative benchmark against which
to compare the specialists’ categorisations. This provided a check on
the designer’s concept of the specialists’ domain early on in the pro-
cess, before specialists’ requirements were explored, designs produced
or code was cut and was useful in identifying disconnections between
the specialists’ and designer’s views of the domain. Card sorting also
identified clusters of tasks in the crime domain that we were able to
use subsequently as focii for prototyping.

Word frequency counts from interview transcriptions yielded useful
quantitative information, identifying dominant concepts. Keyword-in-
context analysis is particularly valuable as it provides insight into spe-
cialists’ motivations. Both techniques offer the potential for insight
into subject context for visualization designers. In one example, a
frequently occurring word – “police”, led us to discover its use in a
context that gave insight into the balance of power between the spe-
cialists and their major data provider (the local police force) and from
there to the kinds of value-added analyses required to differentiate our
specialists from those of the police force.

ISO13407 refers only to “users, tasks and the organizational and
physical environment” in understanding context of use. But an impor-
tant aspect of designs for data analysis is to acquire specialists’ data.
The heterogeneity of geographic data and its dependencies on scale
and space make this particularly important. This has significant im-
plications for the relationship with specialists and requires a focus on
‘data in context’, of which geographic context may play a key compo-
nent, alongside those of specialist and organization. However data in
context is not a substitute for context of use. Specialists’ data needs
to be studied explicitly in a process akin to ‘studying documentation’
– an off-line activity disconnected from the data owners. In working
with domain specialists we found the need to be explicit about un-
derstanding both their context of use and their data in context, which
entailed collecting metadata relating to lineage, confidentiality, for-
mat, volume, etc. Geovis designers need early access to domain data
so that it may be studied in detail. This requires domain specialists’
trust. Engaging them as ‘masters’ in a CI master-apprentice manner
is therefore appropriate: a ‘(geovis) researcher – (application domain)
subject’ or consultant/client style approach may be an unhelpful way
of framing the relationship at this stage.
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Stage	
  1:	
  Understanding	
  Context	
  of	
  Use	
  
• Briefly . . .	


• Goal	


•  Understand “users, tasks and the organizational an physical environment”	



• Methods:	


•  Field research methods, contextual inquiry	


•  Lots of data collection methods	


•  interviews, observation, questionnaires, content analysis, card sorting.	



• Results	


•  Mostly inline with expected results from other domains	


•  Specifically interesting for vis: realize need to understand data in context	
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Stage	
  2:	
  Establishing	
  Requirements	
  
•  Looking for approaches that encourage participatory, 

collaborative engagement of users	



• Methods	


•  Standard Volere method	


•  structured template of generic questions 	



•  Alternatives: 	


•  Lectures and elicitation of ideas through card sorting, interviews, 

sketching	


•  Expert interviews with geovis design experts	
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Stage	
  2	
  Results	
  
• Volere Method: Ineffective	


	



•  Lecture: overwhelmed specialists 	


•  Sketching somewhat effective	


•  But difficulty determining priority/suitability of tools	



•  Expert Interviews	


•  Effective, but missing domain knowledge	



•  Expert Interviews and sketching similar	
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Stage	
  3:	
  Early	
  Prototype	
  Designs	
  
• Are wireframe style prototypes useful for geovis design?	


	



•  Paper wireframe prototypes	


•  Application states as multiples ���

on a single sheet	


•  Interactions conveyed���

verbally	



• Method	


•  Generated designs from stage ���

1 and 2 output; fake data	


•  Specialists used a think-aloud���

 protocol	
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30mins; 334 suggestions in 9 x 60 mins). The Volere template, post-
lecture card sorting and the recall interview did not produce results at
anything like this level. Clearly creativity is not lacking on either side
of the ‘gap’, but no one approach created the ‘bridge’. Our experi-
ences with the lecture suggest the need for geovis specialists to nav-
igate potential users of geovis applications through the design space
with ‘waymarks’ that are indicative of possibilities rather than offer-
ing a comprehensive set. Whilst this may engender bias, objectivity is
neither possible nor necessary in our view: geovis designers can not be
independent of process, and designs should be developed through dis-
course – with designers guiding the way and reflecting upon their ef-
fect on the process. Responsibility and flexibility on the part of the de-
signer are essential however. Emphasizing transience and the possible
nature of suggestions through sketches and alternative arrangements
(e.g. card sorts) is important here. Just as contextual inquiry through
shadowing and master-apprentice results in a sample of domain con-
text, so geovis education in the context of establishing requirements
may best focus on a narrow set of examples described in detail rather
than a comprehensive set of possibilities. Indeed to turn the process
on its head, CI approaches and educational sessions in which they are
simulated – such as a geovis designer being shadowed whilst working
from a specialist’s scenario – may be effective for mediating geovis
possibilities to specialists, particularly as they are more likely to in-
volve active learning and if they can establish engagement by using
relevant data identified through analysis of context of use. A com-
plimentary approach [42] emphasizes the need to augment and apply
knowledge by encouraging creative thinking during the requirements
process. This has since proved successful in geovis [18], with a more
interactive approach to learning used in developing design ideas.

The combined outputs from the process to establish requirements
yielded a few methods deemed suitable for combination in a design:
thematic maps, density maps, tree maps, glyphs, statistical graphics
and a series of interactions for spatial and attribute selection and focus.
Studying data in context reveals the particular combination of spatial,
temporal and crime attribute data used. Factors that stand out from the
context of use study include the limited linking of crime data to exter-
nal (non-crime) data and being able to combine and filter/aggregate in
terms of space, time and attribute to theorise about causality and policy
effect. In addition to the composite guidance from the geovis experts,
these high-level elicited suggestions comprise the inputs to the design
stage of the HC process. Developing these enabled us to investigate
typical HC approaches to design and prototyping for geovis.

4 EARLY PROTOTYPE DESIGNS

Early designs are frequently communicated to prospective users
through a ‘wireframe prototype’ – wireframe, “designed to provide
an early approximation to a software idea” [66]. Such early designs
are “. . . best considered as sketches. They illustrate the essence of an
idea, but have many rough and/or undeveloped aspects . . . the team
recognizes it as something to be worked on and developed further”
[23]. However, the complex and interactive nature of geovis militates
against simple paper sketches, presenting a conundrum. We also faced
the issue that the heritage, practice and guidance from both the HC
and visualization traditions is a formidable body of knowledge from
which to create practical designs. We experimented with rough de-
signs for early prototypes in keeping with the uncertainty associated
with initial design stages. These were based upon and continually
evaluated against guidance from the body of HC and geovis knowl-
edge to ensure relevance and cognitive plausibility [61]. This was
often an internal process and we were influenced by Duncan [15] to
document design choices by “capturing the inner dialogue of the cre-
ative process”. This approach was inspired by autoethnography, an
“autobiographical genre of writing and research” [19], that provided
a helpful framework for reflecting on design ideas emerging from this
diverse and sometimes conflicting body of knowledge. The method
has been used in interactive design [15] and supports documented re-
flection as advocated by Krygier et al. [32]. Our experiences led us
to reflect on how visualization researchers learn design. The impor-
tance of “learning through doing”, building portfolios, criticism and

Fig. 3. Wireframe prototype (foreground), containing spatial (map), tem-
poral (glyphs) and crime attribute (tree map) data. Other sheets (back-
ground) show alternative states of the wireframe.

redesign [4, 29, 30] are often emphasized, and compliment our reflec-
tions on learning earlier in the process. But without methods to frame
(re)design it can be difficult to justify candidates. The geovis literature
on how exactly designs come into being is surprisingly silent, despite
the cartographic tradition – a possible blind spot for the discipline. The
route to the summit may be less spectacular than the view from the top,
but both are of service. We propose that designers expose more of the
process that leads to a final design to help the learning of others. Our
geovis experts showed willingness and ability to communicate design
decisions and possibilities effectively. Duncan’s autoethnographic ap-
proach [15] helped us to describe our own, detailed design journey
[36] and may be of use here.

We considered various ways to modify the wireframe concept for
geovis. We employed an analog light box and produced our ideas
as sketches in the form of stacked transparencies. The layers were
far from wholly transparent however and difficult to handle mean-
ing that we were unable to effect smooth transitions. This technol-
ogy was engaging and emphasized the underdeveloped and transient
nature of designs but did not allow their dynamic nature to be repre-
sented adequately. We returned to the medium of paper and had an
insight that we could represent different states of an application effec-
tively as multiples on large sheets. A typical state for a design would
be supplemented by additional sheets containing stand-alone multi-
ples of tool components and states. Interactions would be conveyed
verbally, for example, explaining that “when the amount of data gets
below a certain level, the squares affected turn grey, as in this pic-
ture” (Fig. 3). We wished to see whether these geovis-modified paper
wireframes could engage the specialists to generate ideas, suggest im-
provements and offer opinions to advance the design process.

Based on the specialists’ context of use, the high-level output from
both sides of the ‘bridge’ obtained during the requirements phase and
our reflective design practice, we created two early prototype sketches
on paper, critiqued them and iterated both. In these, images of geo-
vis tools were created from a range of existing applications. Back-
ground maps in the wireframes reflected an area familiar to the spe-
cialists, whilst the data represented was synthetic. These designs were
again critiqued and iterated into geovis-modified wireframes – con-
taining real and relevant geographic context – which were shown and
explained to the specialists individually. They were asked to react
through a ‘think aloud’ protocol, a method that consists of “asking
people to think aloud while solving a problem and analysing the re-
sulting verbal protocols” [21]. Sessions were audio recorded and tran-
scribed for analysis.
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Stage	
  3	
  Results	
  
• Wireframes successful for communicating design	



• Real data important	


•  Tradeoff of ‘quick’ ���

prototyping	
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Fig. 4. Counts of text blocks containing different interaction types from
specialists for the two wireframes designs, showing extent of engage-
ment. The same text block can appear under multiple headings.

Our geovis-modified wireframes proved successful in communicat-
ing an understanding of the design to the specialists as strongly evi-
denced by the richness of their engagement with the wireframes and
their narratives (see Fig. 4). Indeed seeing a tool (temporal glyph) in
a wireframe completely changed a specialist’s mind about it at this
stage of the HC process: “I looked at those [the glyphs] a fortnight
ago [at the geovis lecture] and I hated them . . . I really hated them. I
thought they were inelegant and I thought that they were hard to inter-
pret. But. . . I mean, [now] I really do like it, because you’ve got the
interaction of it here, I do like it. But it is kind of. . . you are trusting in
your eye, like you are saying.” We found that as trust was developed
over time and methods were employed using familiar and interesting
data in ‘sketchy’ interface mock-ups that were evidently suggestive
rather than definitive, mutual understanding of the problem domain
increased markedly. A significant result from the work with these spe-
cialists using wireframes is the crucial importance of real domain data.
Evidence comes from another participant, who despite being told the
data were simulated, was unable to hold back from attempting to in-
terpret the data given the geographic context: “One of the things that
is perhaps hampering my limited imagination is because it is random
data. . . I immediately try and make sense of it, kind of thing. ‘Ah, theft
from vehicles is very similar to. . . oh no it isn’t - it’s just random’. I
immediately start to try to interpret it instead of just trying to leave it
at the level of [an example of a possible technique]. . . ”

The need for real data in a geovis context can lead to contradic-
tions. Real data wireframes take longer to produce than simulated
data wireframes, undermining their ‘quick production’ nature. Longer
production times contradict the important ‘throw away’ and ‘unfin-
ished’ characteristics. Quality of paper, printing and the way in which
the wireframes are introduced may also have an effect. Rough edges
can disclose their status as being open to development, suggestion and
change. A wireframe with higher production values may mislead a
subject as to its ‘finished’ state and discourage criticism and interac-
tion. Such a wireframe may lead to a greater degree of attachment in
the designer, who may be reluctant to amend or discard it. The special-
ists did not make amendments, annotations, additional sketches, or the
like on our paper wireframes even when encouraged to do so, perhaps
indicating that their production values discouraged changes.

When choosing which of the two wireframes they wished to pur-
sue, specialists gave reasons that indicated how strongly their choices
were rooted in their context and current tool use. Their chosen de-
sign integrated spatial, temporal and crime attribute data and enabled
aggregation of all three aspects at a variable range of scales. These
specific considered needs were not acquired through our use of more
standard HC methods at the formal ‘requirements’ stage but confirmed
through interaction with the wireframes. Whilst iteration is key to HC
design, the importance of these sizable ‘loops’ between (as well as
within) stages of the process in the geovis context were notable and
important devices to account for learning on both sides.

The paper wireframes were simple and only scratch the surface
of what geovis could deliver. In one sense this is disappointing in
that more advanced tools and interactions were not discussed with

prospective users. Nevertheless, it was pragmatic and “novelty is rel-
ative” in visualization [67] – it also changes rapidly, re-emphasizing
the need for iterations. One could conceive of more complex geovis
tools and interactions to explore other possibilities and more advanced
software may be used effectively to suggest ideas here [58]. But this
is likely to contradict the need for early designs to be underdeveloped
and with ‘rough edges’. The comparative success of geovis-modified
wireframes that situated data and method concurrently in the context
of known places suggests that a focus on specific methods through
early design sketches may be appropriate even earlier in the process of
engagement with domain experts if ‘sketchiness’ can be afforded.

The importance of real data to engage specialists is clear from our
results. Only real data carries the subtle spatial and temporal correla-
tion artefacts that these specialists expect to find in thematic maps and
that were absent in our glyphs of simulated crime incidents (Fig. 3).
Including this in wireframes, without over-committing resources to
something that should have ‘sketch like’ qualities, is challenging. We
have previously highlighted the need to remove barriers to entry for
those wishing to create geovis applications by “increasing efficiencies,
sharing software components and reusing resources” [16]. We suggest
developing data sketches to quickly and flexibly produce transient and
uncertain visual representations of domain data to support the HC de-
sign process by scavenging existing applications for functionality and
exploiting advances in rapid graphical application development such
as Processing [50, 49] that allow data, interactions and functionality
to be quickly and flexibly combined. Graphical toolkit advances such
as ProtoVis [7] may also be effective for rapidly creating viable early
designs. These loosely bounded collections of data, functionality and
ideas develop through the design process. Whilst the persistence of
design elements through the process contradicts the emphasis on tran-
sience, ‘patchwork prototyping’ [28] offers some efficiencies and is
supported by data sketching. We have since combined hand-drawn
sketches, data and interactive functionality with positive results [49].

The feedback received from the specialists on our early prototypes
(Fig. 4) was useful and drove the development of more refined designs
in which we investigated additional HC techniques.

5 LATER PROTOTYPE DESIGNS

As designs for a geovis application developed we examined the effec-
tiveness of different types of design format and the protocols through
which specialists encountered them. ISO13407 suggests a number of
approaches including paper and software prototyping. Paper prototyp-
ing [51] is a “variation of usability testing where representative users
perform realistic tasks by interacting with a paper version of the inter-
face that is manipulated by a person ‘playing computer’ who doesn’t
explain how the interface is supposed to work” [63]. A software, or
digital interactive – digital, prototype is “almost a digital version of the
paper prototype. Except, digital prototypes can range from a series of
low-fidelity, narrative click-through screens for quick visualization of
a design concept to a high-fidelity interactive portrayal of an evolved
design. . . ” [3].

We were interested in two kinds of feedback from the specialists
shown a more realistic and functional prototype to establish how these
devices might be used in a geovis context. We wished to find out
whether useful suggestions for functionality and enhancement were
forthcoming – the purpose of any prototype; and also to determine
whether prototypes elicited exploratory behaviour that would be seen
in users of a geovis application. The HC literature suggests a num-
ber of ways to approach prospective users with prototypes that vary in
the extent that the tasks carried out are determined in advance by the
researcher or are left to the user; whether users are helped to use the
interface by the researcher – chauffeured prototyping [46] – or not;
and whether aspects of the interface are concealed – Wizard of Oz
prototyping [13] – or not. Dumas et al. suggest an active interven-
tion approach “in which a member of the [research] team sits in the
room with the participant and actively probes the participant’s under-
standing of what is being tested” [14]. North argues that “researchers
[should] observe what insights users gain on their own” [45]. Clearly
only a limited number of variants can be employed with the domain
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Stage	
  4:	
  Later	
  Prototype	
  Designs	
  
• Goals: 	


•  Do prototypes provoke feedback? Do prototypes elicit exploratory 

behavior?	



•  Prototypes	


•  Paper and digital ���

versions	



• Method	


•  User testing with intervention	


•  Real domain data, simple tasks	


•  Counts of suggestions/behaviour recorded	
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Fig. 5. Later prototypes being used in active intervention sessions. Paper prototype and interface (left). Digital interactive prototype screen
examples (centre) and set-up following an active intervention session with a digital interactive prototype accessed through a paper interface (right).

specialists available, but we attempted to cover as many approaches as
possible in order to compare the extent that they yielded suggestions
for functionality and enhancement and allowed exploratory behaviour.

A user testing with active intervention approach was employed with
both paper and digital prototypes, as shown in Fig. 5, and a free ex-
ploration approach used additionally in the case of the digital proto-
type by way of comparison, also with active intervention. We used
real domain data, having determined the importance of this during the
wireframe analysis, and designed a series of simple tasks involving
the spatial, temporal and attribute characteristics of reported crimes to
act as probes for the active intervention approaches. Seven sessions
with three specialists typically lasted two hours each. We used ‘think
aloud’ with audio transcription and coding to elicit users’ instances of
exploration and to capture suggestions for enhancing the functional-
ity of the prototypes. This had been effective earlier in the process.
Order of presentation of prototype was randomised and we used two
related, but different, crime attribute datasets to avoid a learning effect.
Summative questioning followed these sessions to gather supplemen-
tal information from specialists. To free the specialists from the need
to learn an interface and to focus on functionality rather than access to
it, participants interacted with both prototypes through a simple paper
interface in the user testing with active intervention conditions. This
was interpreted by a researcher acting as a ‘chauffeur’ [46]. When the
digital interactive prototype was used with free exploration, the inter-
face was under specialist control.

In excess of 300 suggestions for functionality and enhancements
were elicited from 15 hours of individual prototyping sessions with
the three specialists. Suggestions were subsequently coded using an
emergent scheme into 35 main areas for improvement after an ini-
tial pass through the data [55]. These were in turn grouped into four
categories relating to: data, interface, interaction and novelty – ‘new-
related’ (see top of Fig. 6), with geovis related suggestions placed in
the new category. The active intervention protocol data in Fig. 6 shows
162 suggestions for the paper and 109 for the digital prototype, with
the paper version scoring more highly in three out of the four cate-
gories. To establish whether these differences were significant we cre-
ated a null hypothesis that the category of suggested functionality and
enhancements was independent of prototype type (paper vs. digital
in the active intervention protocol) and used a one-sided chi-squared
test to compare suggestion types made for functionality and enhance-
ment of the prototype. This yielded a chi-squared value of 10.66 – the
critical value at the 0.05 significance level being 7.81 (DF=3). This en-
abled us to conclude that the difference in number of suggestions made
was unlikely to be independent of prototype type. The paper prototype
yielded more suggestions than the digital interactive prototype except
for interface-related improvements. In particular, it produced more

Fig. 6. Counts of instances of (top) suggestions for improvement by cat-
egory for each later prototype and (bottom) observed geovis behaviour
during the course of the paper and digital interactive prototyping ses-
sions, by subject, prototype and protocol.

than twice as many suggestions for improvements related to new fea-
tures than did the digital prototype (35 vs. 16) even though this was
relatively ‘interface free’. The relative success of paper prototyping
in eliciting suggestions for design needs is in line with existing work
[10, 35, 68, 69] and may be important in enabling domain specialists
to focus on domain and analytical process rather than the means of
access to functionality. Data-related suggestions for functionality and
enhancements were the most frequent overall from these specialists.
There is evidence from counts of coded statements that both paper
and digital prototypes generate considerable breadth of engagement,
hypothesis formation, exploration, ideation/insights and opportunities
for expectations to be confirmed or confounded (see bottom of Fig. 6).
Paper and digital prototypes yield similar numbers and types of ex-
ploration through an active intervention protocol with tasks. There is
some evidence that the paper prototype is capable of driving data ex-
ploration; promotes reflection on current work practices; can replicate
the shortage of screen real estate that would occur with a computer-
based application; and can handle multiple tool representations. It was
also engaging and the fact that geovis designers acting as ‘chauffeur’
were being controlled (driven!) by domain specialists may have had
a positive effect in terms of the power relations and establishing that
geovis designers external to the organisation in which this work was
situated were able to respond (rapidly) to domain specialists partic-
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Fig. 5. Later prototypes being used in active intervention sessions. Paper prototype and interface (left). Digital interactive prototype screen
examples (centre) and set-up following an active intervention session with a digital interactive prototype accessed through a paper interface (right).

specialists available, but we attempted to cover as many approaches as
possible in order to compare the extent that they yielded suggestions
for functionality and enhancement and allowed exploratory behaviour.

A user testing with active intervention approach was employed with
both paper and digital prototypes, as shown in Fig. 5, and a free ex-
ploration approach used additionally in the case of the digital proto-
type by way of comparison, also with active intervention. We used
real domain data, having determined the importance of this during the
wireframe analysis, and designed a series of simple tasks involving
the spatial, temporal and attribute characteristics of reported crimes to
act as probes for the active intervention approaches. Seven sessions
with three specialists typically lasted two hours each. We used ‘think
aloud’ with audio transcription and coding to elicit users’ instances of
exploration and to capture suggestions for enhancing the functional-
ity of the prototypes. This had been effective earlier in the process.
Order of presentation of prototype was randomised and we used two
related, but different, crime attribute datasets to avoid a learning effect.
Summative questioning followed these sessions to gather supplemen-
tal information from specialists. To free the specialists from the need
to learn an interface and to focus on functionality rather than access to
it, participants interacted with both prototypes through a simple paper
interface in the user testing with active intervention conditions. This
was interpreted by a researcher acting as a ‘chauffeur’ [46]. When the
digital interactive prototype was used with free exploration, the inter-
face was under specialist control.

In excess of 300 suggestions for functionality and enhancements
were elicited from 15 hours of individual prototyping sessions with
the three specialists. Suggestions were subsequently coded using an
emergent scheme into 35 main areas for improvement after an ini-
tial pass through the data [55]. These were in turn grouped into four
categories relating to: data, interface, interaction and novelty – ‘new-
related’ (see top of Fig. 6), with geovis related suggestions placed in
the new category. The active intervention protocol data in Fig. 6 shows
162 suggestions for the paper and 109 for the digital prototype, with
the paper version scoring more highly in three out of the four cate-
gories. To establish whether these differences were significant we cre-
ated a null hypothesis that the category of suggested functionality and
enhancements was independent of prototype type (paper vs. digital
in the active intervention protocol) and used a one-sided chi-squared
test to compare suggestion types made for functionality and enhance-
ment of the prototype. This yielded a chi-squared value of 10.66 – the
critical value at the 0.05 significance level being 7.81 (DF=3). This en-
abled us to conclude that the difference in number of suggestions made
was unlikely to be independent of prototype type. The paper prototype
yielded more suggestions than the digital interactive prototype except
for interface-related improvements. In particular, it produced more

Fig. 6. Counts of instances of (top) suggestions for improvement by cat-
egory for each later prototype and (bottom) observed geovis behaviour
during the course of the paper and digital interactive prototyping ses-
sions, by subject, prototype and protocol.

than twice as many suggestions for improvements related to new fea-
tures than did the digital prototype (35 vs. 16) even though this was
relatively ‘interface free’. The relative success of paper prototyping
in eliciting suggestions for design needs is in line with existing work
[10, 35, 68, 69] and may be important in enabling domain specialists
to focus on domain and analytical process rather than the means of
access to functionality. Data-related suggestions for functionality and
enhancements were the most frequent overall from these specialists.
There is evidence from counts of coded statements that both paper
and digital prototypes generate considerable breadth of engagement,
hypothesis formation, exploration, ideation/insights and opportunities
for expectations to be confirmed or confounded (see bottom of Fig. 6).
Paper and digital prototypes yield similar numbers and types of ex-
ploration through an active intervention protocol with tasks. There is
some evidence that the paper prototype is capable of driving data ex-
ploration; promotes reflection on current work practices; can replicate
the shortage of screen real estate that would occur with a computer-
based application; and can handle multiple tool representations. It was
also engaging and the fact that geovis designers acting as ‘chauffeur’
were being controlled (driven!) by domain specialists may have had
a positive effect in terms of the power relations and establishing that
geovis designers external to the organisation in which this work was
situated were able to respond (rapidly) to domain specialists partic-
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Stage	
  4:	
  Results	
  
•  Exploration Behavior	


•  Similar amounts of task driven exploration for both paper and digital	



•  Feedback and Improvements	


•  Paper prototype yielded more suggestions (except interface-related)	



•  Sketchiness communicated ‘suggestive’ rather than ‘definitive’	



•  In short: prototyping works	


•  the quicker and sketchier the better	
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Conclusions	
  

• HC design methods can be effectively employed for geovis	


•  With vis specific limitations	



11-­‐11-­‐09	
   Jessica	
  Dawson	
   15	
  

context of use requirements

evaluation

A

Bdesign

texA context of use requirements

evaluation

A

Bdesign

texA me

i BB

us enen

n

Fig. 8. The Human-Centered Design process [27] development cycle, with alternative entry points and process trajectories. The green trajectory
(left) may be considered a ‘traditional’ use of HC approaches [26] beginning at point B as opposed to HC design that begins at A. We identify the
need to use informative example designs to establish context of use and requirements in geovis as shown by the red trajectories.

cle at point A (Fig. 8, left – see blue trajectory) represents a view
that underlies much of this work. However, note our recommendation
that an engagement with data, graphics and interaction is so important
in grounding geovis applications in geographic phenomena when es-
tablishing context of use and requirements, that tangible visualization
examples containing real data are essential at these stages. Thus we
suggest that low level data prototypes containing relevant and interest-
ing data, including the paper designs (with simulated interaction) that
were so effective in our study, and even existing (evaluated) applica-
tions (clearly presented as design possibilities) [58], be brought into
the stages at which context of use and requirements are established.
The potential costs of bias are mitigated by the likely benefits in terms
of creativity, knowledge sharing and team building – particularly if
identified as a risk. Fig. 8, right, shows two (red) trajectories that start
at this stage, with designs, and draw them in to the vital stages that
‘ground’ development and establish needs to inform more specific de-
signs that are subsequently suitable for formal evaluation. Establishing
a means of rapidly generating flexible visual artefacts that do not rep-
resent high levels of investment (in terms of time or ideas) or suggest
permanence but that increasingly use relevant known data is key here.

In summary, the ISO13407 taxonomy is useful in the geovis con-
text, if applied flexibly and the following are considered in detail and
with sensitivity: the relationship between designers and ‘users’; their
mutual learning; geography and the data that describes it; a wide range
of possibilities in terms of design and function. In light of this we make
a series of broad recommendations for using HC design geovis:

1. make the design process interactive, creative and interesting with
buy-in from all parties;

2. use a range of real data that is known to domain experts in de-
signs – do so early on in the process with example designs;

3. emphasize transience in designs that affords suggestions – show-
ing data in designs on paper works well;

4. scenarios (with data) and shadowing can be effective – the latter
may work both ways to address the contexts of both domains and
challenge power relations (CI for geovis education);

5. develop digital sketches to create visual artefacts such as paper
and digital interactive prototypes – be efficient in terms of re-use
where you can, but not at the cost of a lack of flexibility;

6. free exploration with prototypes or existing software meets many
of these needs, being engaging for specialists, informative for
designers and developing the knowledge of each concurrently;

7. a think-aloud protocol can be effective for establishing reactions
to visual stimuli, for mediation and learning;

8. build a team through co-discovery and by breaking down power
relations – you may not even realise they exist;

9. reflection in design is essential – autoethnography can exter-
nalise and systematize this;

10. iterate within and between levels of the HC process – for example
through an ‘extras on demand’ approach in prototypes.

Finally, the participants in this research are described as geovis ‘re-
searchers’ or ‘designers’ and subject domain ‘specialists’. While in-
dicative of academic objectivity, terms such as ‘subject’ do not con-
vey the reality of the engagement required between the parties over
a lengthy period for in-vivo design work, even when it involves the
kinds of structured experiments described here. A relationship had to
be forged and understanding and confidence built. We consider co-
discovers, colleagues or partners [60] to be more appropriate terms.
HC approaches that feel like user testing are uncomfortable when do-
main specialists who have come to regard themselves as co-discovers
are asked to act as ‘subjects’. The free exploration protocol was more
appropriate in this respect in later prototyping, where it was as effec-
tive as active intervention with tasks and simpler to administer. Like
Robinson et al. [56], we find that the development process is likely
to occur across multiple projects and the relationships and trust devel-
oped in establishing the designs described here have proved to be an
excellent basis for continuing work.
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Cri&que 	
  	
  
•  Tried lot of different methods at each stage	


•  What works/what doesn’t work for vis	



•  Lots of different data collection methods	


•  qualitative analysis when possible	


	



•  Prototyping works!	


•  Good evaluation of prototyping effectiveness	



•  3 years is a long time!	
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AN	
  INSIGHT-­‐BASED	
  METHODOLOGY	
  FOR	
  EVALUATING	
  
BIOINFORMATICS	
  VISUALIZATIONS.	
  	
  
	
  
Purvi Saraiya, Chris North, Karen Duca. IEEE Trans. Vis. 
Comput. Graph. 11(4):443-456 (2005) 	
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Overview 	
  	
  
•  Problem: 	


•  How to evaluate infovis tools for biologists when tasks are exploratory 

and open ended?���
	



•  Proposed Solution:	


•  Measure insight instead of performance	


•  But can insight be measured in a controlled experimental setting?	


	



•  Evaluation + Method: 	


1.  Development of Insight-based methodology 	


2.  Evaluation of  popular bioinformatics tools with respect to insight	
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Characterizing	
  Insight 	
  	
  
•  Pilot Study	


•  Think aloud observation with 5 participants	


•  Exploratory, no protocol or task	



• Results	


•  An insight = an individual observation	


•  Recognized as any data observation the user mentions aloud	



• Characteristics	


•  The actual observation made	


•  Time to reach insight	


•  Domain value of insight	


•  Generated hypothesis?	
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•  Expected vs. unexpected insight	


•  Correctness	


•  Breadth vs. Depth of insight	


•  Category (overview? pattern���

groups? details?) 	





Experiment 	
  	
  
•  Evaluation of 5 popular bioinformatics tools in terms of insight 	


•  Protocol:	


•  Mix of controlled experiment and usability testing	


•  Think aloud observation	



• Design:	


•  3 multi-dimensional microarray data sets, between-subjects	


•  5 microarray visualization tools, between-subjects	


•  Clusterview	


•  TimeSearcher	


•  HCE	


•  Spotfire	


•  GeneSpring	
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Microarray	
  Tools	
  
• Broad selection of techniques and capabilities	


•  Heatmaps, parallel coordinates, clustering, etc.	


•  Some support multiple visualization techniques, some support only one;	



	


•  In depth discussion of tools out scope	


•  See paper for details	
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Tool	
  Example:	
  HCE	
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feature” [40] to allow users to quickly find interesting
histograms and scatterplots, although this feature was not
available for this study. The visualizations are tightly
coupled for interactive brushing. Users can manipulate
various properties of the visualizations and also zoom into
areas of interest.

Spotfire (Fig. 4) offers a wide range of visualizations:
scatter plots, bar graphs, histograms, line charts, pie charts,
parallel coordinates, heat maps, and spreadsheet views.
Spotfire presents clustering results in multiple views,
placing each cluster in a separate parallel coordinate view.
The visualizations are linked for brushing. Selecting data
items in any view shows feedback in a common detail
window. Users can zoom, pan, define data ranges, and
customize visualizations. The fundamental interaction
technique in Spotfire is the dynamic query sliders, which
interactively filter data in all views.

GeneSpring (Fig. 5) provides the largest variety of
visualizations for microarray data analysis: parallel coordi-
nates, heat-maps, scatter plots, histograms, bar charts, block
views, physical position on genomes, array layouts, path-
ways, ontologies, spreadsheet views, and gene-to-gene
comparison. Aswe did not have information such as position
of genes on chromosome and organization of gene clones on
microarray chip for all the experiments, we could not use
some of the visualizations, such as physical position and
array layout views, provided by GeneSpring. The visualiza-
tions are linked for brushing. Users can manipulate the

visualizations in several ways, e.g., zooming, customizing
visualizations by changing the color, range, etc. Gene-
Spring also includes data clustering capabilities.

4.3 Participants
Thirty test subjects volunteered from the university com-
munity. We allotted six users per tool, with two per data set
per tool. We required all users to have earned at least a
Bachelor’s degree in a biological field and be familiar with
microarray concepts. To prevent undue advantage and to
measure learning time, we assigned users to a tool that they
had never used before. Users were randomized within this
constraint. Based on their profiles, the users fit into one of
three categories summarized in Table 5.

4.4 Protocol and Measures
To evaluate the visualization tools in terms of their ability to
generate insight, a new protocol and set of measures is used
that combines elements of the controlled experiment and
usability testing methodologies. This approach seeks to
identify individual insight occurrences as well as the overall
amount of learning while participants analyze data in an
open-ended think-aloud format. No benchmark tasks were
assigned. Also, we decided to focus on new users of the
tools with only minimal tool training. We have found that
success in the initial usage period of a tool is critical for tool
adoption by biologists.

Each user was assigned one data set and one tool. Before
starting their analysis, users were given a background
description about the data set. To reduce initial learning
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Fig. 3. HCE [39] visualization of the Lupus data set.

Fig. 4. Spotfire [9] visualization of the Viral data set.

Fig. 5. GeneSpring [29] visualization.

TABLE 5
Participant Background

This table summarizes the number of participants (N) and their
backgrounds.
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Experiment 	
  	
  
• Design continued. . . :	


•  30 participants	


•  Biology background; mix of experts, novices	


•  2 per dataset, per tool	



•  Exploratory task	


•  Examining interactions among genes and conditions.	


	



• Analysis	


•  Insights identified and coded by experimenters from video	
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Results	
  
•  Lots of results  	


•  Mainly qualitative	



What we won’t discuss 	


•  Paper has great details for:	


•  General tendencies across dataset and tools with respect to insight	


•  The pros/cons of specific tools	



What we will discuss 	

	


• How effective was the insight-based methodology?	
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more insight value than with GeneSpring (p < 0.05). Though
the numeric value was lowest for HCE, there were no
significant differences between Spotfire or other tools and
HCE due to high variance in the performance of HCE users,
as explained in Section 5.4.

Time. The following two temporal characteristics (aver-
age time to first insight and average total time) summarize
the time to acquire insights:

Average Time to First Insight. The average time into the
session, in minutes, of the first insight occurrence of each
participant. Lower times suggest that users are able to get
immersed in the data more quickly and, thus, may indicate
a faster tool learning time. The participants using Cluster-
view took a very short time to reach first insight. Time-
Searcher and Spotfire were also fairly quick to first insight,
while HCE and GeneSpring took twice as long on average.

Clusterview users took significantly less time (p < 0.01) to
reach the first insight than the other users, while Gene-
Spring took significantly longer (p < 0.01).

Average Total Time. The average total time users spent
using the tool until they felt they could gain no more in-
sight. Lower times indicate a more efficient tool or, possibly,
that users gave up on the tool due to lack of further insight.
In general, Clusterview users finished quickly, while
GeneSpring users took twice as long.

Average Final Amount Learned. The average of the
users’ final stated estimate of their amount learned. The
amount learned is a percentage of the total potential insight,
as perceived by users. In contrast to other insight
characteristics reported, this metric gauges the users’ belief
about insight gained and about how much the tool is or is
not enabling them to discover. Spotfire users were most
confident in their perceived insight. The similarity between
this metric and total domain value might indicate that the
users are fairly accurate in their assessment.

Hypotheses. Only a few insights led users to new
biological hypotheses (Table 8). These insights are most
vital because they suggest future areas of research and
result in real scientific contributions. For example, one user
commented that parts of the time series data showed a
regular cyclic behavior. He searched for genes that showed
similar behavior at earlier time points, but could not find
any. He offered several alternative explanations for this
behavior related to immune system regulation and said that
it would compel him to perform follow-up experiments to
attempt to isolate this interesting periodicity in the data. For
the viral data set, two users commented that there were two
patterns of gene expression that showed negative correla-
tion. They inquired whether this means that the transcrip-
tion factors of these genes have inhibitory or stimulatory
effects on each other. They said that they wanted more
information about the functions and pathways to which
these genes belong to better relate the data to biological
meaning. Spotfire resulted in one hypothesis for each data
set, thus a total of three. Clusterview also led users to a
hypothesis for the Viral and Lupus data sets.

Directed versus Unexpected Insights. The participants
using HCE with the Viral data set noticed several facts
about the data that were completely unrelated to their initial
list of questions. Clusterview provided a few unexpected
insights from the Lupus data set and TimeSearcher
provided unexpected insights about the time series data.
Spotfire had one each for time series and Lupus.

Incorrect Insights (Correctness). HCE proved helpful to
users working with the viral data set. However, users
working with the time series or Lupus data sets did not gain
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Fig. 6. Count of insights, total insight domain value, average time to first
insight, average total time, and average final amount learned for each
tool. 4=r indicates significantly better/worse performance differences.
Y-axis arrows indicate direction of better performance.

TABLE 8
Insight Characteristics

This table summarizes the total number of hypotheses generated,
unexpected insights, and incorrect insights for each tool.

more insight value than with GeneSpring (p < 0.05). Though
the numeric value was lowest for HCE, there were no
significant differences between Spotfire or other tools and
HCE due to high variance in the performance of HCE users,
as explained in Section 5.4.

Time. The following two temporal characteristics (aver-
age time to first insight and average total time) summarize
the time to acquire insights:

Average Time to First Insight. The average time into the
session, in minutes, of the first insight occurrence of each
participant. Lower times suggest that users are able to get
immersed in the data more quickly and, thus, may indicate
a faster tool learning time. The participants using Cluster-
view took a very short time to reach first insight. Time-
Searcher and Spotfire were also fairly quick to first insight,
while HCE and GeneSpring took twice as long on average.

Clusterview users took significantly less time (p < 0.01) to
reach the first insight than the other users, while Gene-
Spring took significantly longer (p < 0.01).

Average Total Time. The average total time users spent
using the tool until they felt they could gain no more in-
sight. Lower times indicate a more efficient tool or, possibly,
that users gave up on the tool due to lack of further insight.
In general, Clusterview users finished quickly, while
GeneSpring users took twice as long.

Average Final Amount Learned. The average of the
users’ final stated estimate of their amount learned. The
amount learned is a percentage of the total potential insight,
as perceived by users. In contrast to other insight
characteristics reported, this metric gauges the users’ belief
about insight gained and about how much the tool is or is
not enabling them to discover. Spotfire users were most
confident in their perceived insight. The similarity between
this metric and total domain value might indicate that the
users are fairly accurate in their assessment.

Hypotheses. Only a few insights led users to new
biological hypotheses (Table 8). These insights are most
vital because they suggest future areas of research and
result in real scientific contributions. For example, one user
commented that parts of the time series data showed a
regular cyclic behavior. He searched for genes that showed
similar behavior at earlier time points, but could not find
any. He offered several alternative explanations for this
behavior related to immune system regulation and said that
it would compel him to perform follow-up experiments to
attempt to isolate this interesting periodicity in the data. For
the viral data set, two users commented that there were two
patterns of gene expression that showed negative correla-
tion. They inquired whether this means that the transcrip-
tion factors of these genes have inhibitory or stimulatory
effects on each other. They said that they wanted more
information about the functions and pathways to which
these genes belong to better relate the data to biological
meaning. Spotfire resulted in one hypothesis for each data
set, thus a total of three. Clusterview also led users to a
hypothesis for the Viral and Lupus data sets.

Directed versus Unexpected Insights. The participants
using HCE with the Viral data set noticed several facts
about the data that were completely unrelated to their initial
list of questions. Clusterview provided a few unexpected
insights from the Lupus data set and TimeSearcher
provided unexpected insights about the time series data.
Spotfire had one each for time series and Lupus.

Incorrect Insights (Correctness). HCE proved helpful to
users working with the viral data set. However, users
working with the time series or Lupus data sets did not gain
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This table summarizes the total number of hypotheses generated,
unexpected insights, and incorrect insights for each tool.

more insight value than with GeneSpring (p < 0.05). Though
the numeric value was lowest for HCE, there were no
significant differences between Spotfire or other tools and
HCE due to high variance in the performance of HCE users,
as explained in Section 5.4.

Time. The following two temporal characteristics (aver-
age time to first insight and average total time) summarize
the time to acquire insights:

Average Time to First Insight. The average time into the
session, in minutes, of the first insight occurrence of each
participant. Lower times suggest that users are able to get
immersed in the data more quickly and, thus, may indicate
a faster tool learning time. The participants using Cluster-
view took a very short time to reach first insight. Time-
Searcher and Spotfire were also fairly quick to first insight,
while HCE and GeneSpring took twice as long on average.

Clusterview users took significantly less time (p < 0.01) to
reach the first insight than the other users, while Gene-
Spring took significantly longer (p < 0.01).

Average Total Time. The average total time users spent
using the tool until they felt they could gain no more in-
sight. Lower times indicate a more efficient tool or, possibly,
that users gave up on the tool due to lack of further insight.
In general, Clusterview users finished quickly, while
GeneSpring users took twice as long.

Average Final Amount Learned. The average of the
users’ final stated estimate of their amount learned. The
amount learned is a percentage of the total potential insight,
as perceived by users. In contrast to other insight
characteristics reported, this metric gauges the users’ belief
about insight gained and about how much the tool is or is
not enabling them to discover. Spotfire users were most
confident in their perceived insight. The similarity between
this metric and total domain value might indicate that the
users are fairly accurate in their assessment.

Hypotheses. Only a few insights led users to new
biological hypotheses (Table 8). These insights are most
vital because they suggest future areas of research and
result in real scientific contributions. For example, one user
commented that parts of the time series data showed a
regular cyclic behavior. He searched for genes that showed
similar behavior at earlier time points, but could not find
any. He offered several alternative explanations for this
behavior related to immune system regulation and said that
it would compel him to perform follow-up experiments to
attempt to isolate this interesting periodicity in the data. For
the viral data set, two users commented that there were two
patterns of gene expression that showed negative correla-
tion. They inquired whether this means that the transcrip-
tion factors of these genes have inhibitory or stimulatory
effects on each other. They said that they wanted more
information about the functions and pathways to which
these genes belong to better relate the data to biological
meaning. Spotfire resulted in one hypothesis for each data
set, thus a total of three. Clusterview also led users to a
hypothesis for the Viral and Lupus data sets.

Directed versus Unexpected Insights. The participants
using HCE with the Viral data set noticed several facts
about the data that were completely unrelated to their initial
list of questions. Clusterview provided a few unexpected
insights from the Lupus data set and TimeSearcher
provided unexpected insights about the time series data.
Spotfire had one each for time series and Lupus.

Incorrect Insights (Correctness). HCE proved helpful to
users working with the viral data set. However, users
working with the time series or Lupus data sets did not gain
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Fig. 6. Count of insights, total insight domain value, average time to first
insight, average total time, and average final amount learned for each
tool. 4=r indicates significantly better/worse performance differences.
Y-axis arrows indicate direction of better performance.

TABLE 8
Insight Characteristics

This table summarizes the total number of hypotheses generated,
unexpected insights, and incorrect insights for each tool.
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set, thus a total of three. Clusterview also led users to a
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insights from the Lupus data set and TimeSearcher
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Effec&veness?	
  	
  
• By using insight characteristics as a measure, the authors came 

to some strong conclusions	


	


• Also novel high-level observations	


•  Domain experts performed on par with novices	


•  More breadth insights than depth insights	


•  Multiple views affects confidence	



11-­‐11-­‐09	
   Jessica	
  Dawson	
   28	
  



Limita&ons	
  
• Coding of insights labour intensive	


• Without tasks, it can be difficult to motivate users	


• Domain experts are required for deep, meaningful insights	
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Cri&que	
  
• New method based on insights	


•  Applicable to a wide range of vis-domain	


•  Not just for summative design	



•  Experiment was only between subjects	


•  What about difference in insight for one user with multiple tools?	
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Ques&ons?	
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CROWDSOURCING	
  GRAPHICAL	
  PERCEPTION:	
  USING	
  
MECHANICAL	
  TURK	
  TO	
  ASSESS	
  VISUALIZATION	
  
DESIGN.	
  
	
  
Jeffrey Heer and Michael Bostock. (Proc. CHI 2010)	
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Overview	
  
•  Problem:	


•  Are web-based evaluations through Amazon’s Mechanical Turk (MTurk) 

a viable method for graphical perception experiments?	



•  Evaluations:	


1.  Replicate prior laboratory studies; 	


2.  Generate of new graphical perception results	



•  Provide cost/benefit analysis	
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Web-­‐Based	
  Evalua&ons	
  
•  Increasing use of web-based platforms to perform experiments 

and conduct user research	



• Benefits	


•  Substantial reductions in cost/time to result 	

	


•  Ecological validity 	



•  Possible Limitations	


•  Vis perspective	


•  Lack of control over display configurations, viewing environment, etc	
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Mechanical	
  Turk	
  (MTurk)	
  
•  Popular micro-task market	



• Requesters post jobs, called HITs (Human Intelligence Tasks)	


•  HITs come with a small reward, e.g. $0.01 -$0.10, 	


•  a maximum number of assignments that can be performed	



• A pool of workers, called Turkers, select HITs to perform	


•  Requesters pay Turkers for completed HITs	



• Considerations for experimentation	


•  Qualification tasks can be introduced	


•  Flexibility through embedding your own web pages	
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Experiment	
  1A	
  
• Replication of Cleveland and McGill study	


•  W.S. Cleveland and R. McGill. Graphical Perception: Theory, 

experimentation and application to the development of graphical methods. 
J. Am. Statistical Assoc. 79:531-544 (1984).	



•  Study ranked visual variables by their effectiveness	


•  For each visual encoding, users asked to “identify the smaller of two 

marked values” and then,	


•   “make a quick visual judgement” to estimate what percentage the smaller 

is of the larger.	
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Experiment	
  1A	
  Design	
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• Design	


•  7 judgment types	


•  10 charts 	


•  70 trials (individual HITs)	



•  Subjects paid $0.05/judgment���
	



•  Judgment task encodings 	


•  Looked at position and length ���

(original study)	


•  Angle and circular encoding���

(modified to match study format)	



esting set of perceptual tasks, we replicated Cleveland &
McGill’s [7] classic study (Exp. 1A) of proportionality es-
timates across spatial encodings (position, length, angle),
and Stone & Bartram’s [30] alpha contrast experiment (Exp.
2), involving transparency (luminance) adjustment of chart
grid lines. Our second goal was to conduct additional ex-
periments that demonstrate the use of Mechanical Turk for
generating new insights. We studied rectangular area judg-
ments (Exp. 1B), following the methodology of Cleveland &
McGill to enable comparison, and then investigated optimal
chart heights and gridline spacing (Exp. 3). Our third goal
was to analyze data from across our experiments to character-
ize the use of Mechanical Turk as an experimental platform.

In the following four sections, we describe our experiments
and focus on details specific to visualization. Results of a
more general nature are visited in our performance and cost
analysis; for example, we delay discussion of response time
results. Our experiments were initially launched with a lim-
ited number of assignments (typically 3) to serve as a pilot.
Upon completion of the trial assignments and verification of
the results, the number of assignments was increased.

EXPERIMENT 1A: PROPORTIONAL JUDGMENT
We first replicated Cleveland & McGill’s seminal study [7]
on Mechanical Turk. Their study was among the first to rank
visual variables empirically by their effectiveness for con-
veying quantitative values. It also has influenced the design
of automated presentation techniques [21, 22] and been suc-
cessfully extended by others (e.g., [36]). As such, it is a nat-
ural experiment to replicate to assess crowdsourcing.

Method
Seven judgment types, each corresponding to a visual en-
coding (such as position or angle) were tested. The first five
correspond to Cleveland & McGill’s original position-length
experiment; types 1 through 3 use position encoding along a
common scale (Figure 1), while 4 and 5 use length encoding.
Type 6 uses angle (as a pie chart) and type 7 uses circular
area (as a bubble chart, see Figure 2).

Ten charts were constructed at a resolution of 380⇥380 pix-
els, for a total of 70 trials (HITs). We mimicked the number,
values and aesthetics of the original charts as closely as pos-
sible. For each chart, N=50 subjects were instructed first to
identify the smaller of two marked values, and then “make
a quick visual judgment” to estimate what percentage the
smaller was of the larger. The first question served broadly to
verify responses; only 14 out of 3,481 were incorrect (0.4%).
Subjects were paid $0.05 per judgment.

To participate in the experiment, subjects first had to com-
plete a qualification test consisting of two labeled example
charts and three test charts. The test questions had the same
format as the experiment trials, but with multiple choice
rather than free text responses; only one choice was cor-
rect, while the others were grossly wrong. The qualification
thus did not filter inaccurate subjects—which would bias the
responses—but ensured that subjects understood the instruc-
tions. A pilot run of the experiment omitted this qualification
and over 10% of the responses were unusable. We discuss
this observation in more detail later in the paper.
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Figure 1: Stimuli for judgment tasks T1, T2 & T3. Sub-
jects estimated percent differences between elements.

A

B

B

A

A B

Figure 2: Area judgment stimuli. Top left: Bubble
chart (T7), Bottom left: Center-aligned rectangles (T8),
Right: Treemap (T9).

In the original experiment, Cleveland & McGill gave each
subject a packet with all fifty charts on individual sheets.
Lengthy tasks are ill-suited to Mechanical Turk; they are
more susceptible to “gaming” since the reward is higher, and
subjects cannot save drafts, raising the possibility of lost data
due to session timeout or connectivity error. We instead as-
signed each chart as an individual task. Since the vast ma-
jority (95%) of subjects accepted all tasks in sequence, the
experiment adhered to the original within-subjects format.

Results
To analyze responses, we replicated Cleveland & McGill’s
data exploration, using their log absolute error measure of
accuracy: log2(|judged percent - true percent| + 1

8 ). We first
computed the midmeans of log absolute errors1 for each chart
(Figure 3). The new results are similar (though not identical)
to the originals: the rough shape and ranking of judgment
types by accuracy (T1-5) are preserved, supporting the valid-
ity of the crowdsourced study.

Next we computed the log absolute error means and 95%
confidence intervals for each judgment type using bootstrap-
ping (c.f., [7]). The ranking of types by accuracy is consistent
between the two experiments (Figure 4). Types 1 and 2 are
closer in the crowdsourced study; this may be a result of a
smaller display mitigating the effect of distance. Types 4 and
5 are more accurate than in the original study, but position
encoding still significantly outperformed length encoding.

We also introduced two new judgment types to evaluate an-
gle and circular area encodings. Cleveland & McGill con-
ducted a separate position-angle experiment; however, they
used a different task format, making it difficult to compare

1The midmean–the mean of the middle two quartiles–is a robust measure
less susceptible to outliers. A log scale is used to measure relative propor-
tional error and the 1

8 term is included to handle zero-valued differences.
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0

100

A B
0

100

A B
0

100

A B

Figure 1: Stimuli for judgment tasks T1, T2 & T3. Sub-
jects estimated percent differences between elements.

A

B

B

A

A B

Figure 2: Area judgment stimuli. Top left: Bubble
chart (T7), Bottom left: Center-aligned rectangles (T8),
Right: Treemap (T9).

In the original experiment, Cleveland & McGill gave each
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more susceptible to “gaming” since the reward is higher, and
subjects cannot save drafts, raising the possibility of lost data
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closer in the crowdsourced study; this may be a result of a
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ducted a separate position-angle experiment; however, they
used a different task format, making it difficult to compare
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Results	
  
•  Analysis	


•  50 subjects, 3481 responses	



• Replicated data exploration	


•  Absolute error measure of accuracy	


Log2(|judged percent – true percent| + 1/8)	



• Results not identical, but similar	


•  Rankings preserved, success!	



• Additional Experiment 1B	


•  Novel experiment, tasks 8/9 in chart	


•  For details see paper	
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Figure 3: Midmeans of log absolute errors against
true percentages for each proportional judgment type;
superimposed are curves computed with lowess.

the results for the position-angle experiment to those for the
position-length experiment. By designing judgment types 6
and 7 to adhere to the same format as the others, the results
should be more apt for comparison. Indeed, the new results
match expectations: psychophysical theory [7, 34] predicts
area to perform worse than angle, and both to be significantly
worse than position. Theory also suggests that angle should
perform worse than length, but the results do not support this.
Cleveland & McGill also did not find angle to perform worse
than length, but as stated their position-angle results are not
directly comparable to their position-length results.

EXPERIMENT 1B: RECTANGULAR AREA JUDGMENTS
After successfully replicating Cleveland & McGill’s results,
we further extended the experiment to more judgment types.
We sought to compare our circular area judgment (T7) re-
sults with rectangular area judgments arising in visualiza-
tions such as cartograms [9] and treemaps [26]. We hypoth-
esized that, on average, subjects would perform similarly to
the circular case, but that performance would be impacted by
varying the aspect ratios of the compared shapes. Based on
prior results [19, 34], we were confident that extreme varia-
tions in aspect ratio would hamper area judgments. “Squar-
ified” treemap algorithms [3, 35] address this issue by at-
tempting to minimize deviance from a 1:1 aspect ratio, but it
is unclear that this approach is perceptually optimal. We also
wanted to assess if other differences, such as the presence of
additional distracting elements, might bias estimation.

Method
We again used Cleveland & McGill’s proportional judgment
task: subjects were asked to identify which of two rectangles
(marked A or B) was the smaller and then estimate the per-
centage the smaller was of the larger by making a “quick
visual judgment.” We used a 2 (display) ⇥ 9 (aspect ra-
tios) factorial design with 6 replications for a total of 108
unique trials (HITs). In the first display condition (T8) we

Cleveland & McGill's Results
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Figure 4: Proportional judgment results (Exp. 1A & B).
Top: Cleveland & McGill’s [7] lab study. Bottom: MTurk
studies. Error bars indicate 95% confidence intervals.
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Figure 5: Rectangular area judgments by aspect ratios
(1B). Error bars indicate 95% confidence intervals.

showed two rectangles with horizontally aligned centers; in
the second display condition (T9) we used 600⇥400 pixel
treemaps depicting 24 values. Aspect ratios were determined
by the cross-product of the set { 2

3 , 1, 3
2} with itself, roughly

matching the mean and spread of aspect ratios produced by
a squarified treemap layout (we generated 1,000 treemaps of
24 uniformly-distributed random values using Bruls et al.’s
layout [3]: the average aspect ratio was 1.04, the standard de-
viation was 0.28). We systematically varied area and propor-
tional difference across replications. We modified the squar-
ified treemap layout to ensure that the size and aspect ratio
of marked rectangles matched exactly across display condi-
tions; other rectangle areas were determined randomly.

As a qualification task, we used multiple-choice versions of
two trial stimuli, one for each display condition. For each
trial (HIT), we requested N=24 assignments. We also re-
duced the reward per HIT to $0.02. We chose this number
in an attempt to match the U.S. national minimum wage (as-
suming a response time of 10 seconds per trial).
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Experiment	
  2	
  (Briefly.	
  .	
  .)	
  
•  Successful replication of Stone and Bartram study, 	


•  M. Stone and L. Bartram. Alpha, contrast, and the perception of visual 

metadata. Proc. Color Imaging Conf. 2009.	



•  Subjects configure transparency (alpha value) across varying 
backgrounds and densities	


• Additional measure of screen configurations was recorded and 

analyzed	



•  See paper for details	
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Experiment	
  3	
  
• Novel experiment to assess crowdsourcing for experiments 

looking at chart size variations	



•  Examined effects of chart size and gridline spacing on the 
accuracy of value comparisons in charts	
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Experiment	
  3	
  Design	
  
•  2 chart x 3 height x 4 gridline spacing	


•  72 trials (individual HITs)	


•  Subjects paid $0.02/HIT ���
	



•  Task	


•  Participants asked to identify the smaller marked element, and then 

estimate the difference between the two	
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Figure 8: Alpha contrast results (2L & 2D). Top: Stone
& Bartram’s [30] lab study. Bottom: Our MTurk study.
Error bars indicate 95% confidence intervals.

0.05 0.10 0.15 0.20

MacOS < 10.6

All  Others

Alpha

Figure 9: MTurk results for “Light” task (2L), grouped by
operating system to estimate effect of monitor gamma.

We used a 5 (background)⇥ 4 (density) factorial design with
3 replications, resulting in 60 trials (HITs) per task. Fig-
ures 6 and 7 illustrate these conditions. Each plot was sized
at 450⇥300 pixels, and displayed within a frame 700 pixels
tall. The background of the frame was varied with the trial
and sized to fill the majority of a standard laptop display.

For each trial, we recorded the alpha value, time to com-
pletion, and the subject’s screen resolution, color depth, and
browser type (“User-Agent”), as reported by JavaScript. We
posted 60 HITs each for tasks L and D with N=24 assign-
ments. Subjects were paid $0.02 per HIT.

Results
We analyzed 60⇥24 = 1,440 responses to task L, and 1,126
responses to task D. The missing responses (⇠22%) to task
D were due to the expiration of our HITs on MTurk; we de-
scribe the reason why later. For task L, we omitted 9 results
(0.62%) for which alpha=0 or alpha>0.4. For task D, we
omitted 4 results (0.4%) for which alpha=0 or alpha=1.

Our results are shown in Figure 8, juxtaposed with the re-
sults of Stone & Bartram. Applying analysis of variance, we
found a significant effect of plot density (F (3,2413) = 3.49, p
= 0.015) but not of background intensity (F (4,2413) = 0.44,
p = 0.779), consistent with Stone & Bartram’s findings. Al-
pha values in task L are higher in our experiment. Stone &
Bartram note surprise at how low their values are; we surmise
that crowdsourced results may be more representative of web
users than a single laboratory display. Alpha values for task
D have a much higher variance than those of task L, again

consistent with past results. Our results corroborate Stone &
Bartram’s recommendation of alpha = 0.2 as a “safe” default.

We also examined the effect of display configuration on al-
pha values in task L. (We limited our attention to task L be-
cause it was more clearly defined and resulted in notably less
variance than task D.) We found a weak positive correlation
(r(1431) = 0.07, p < 0.01) between alpha values and screen
resolution (measured in total pixels; resolutions varied from
1024⇥768 to 1920⇥1200). Thus as the resolution increased,
users tended to make the (likely thinner) gridlines slightly
darker. Unsurprisingly, we also found a negative correlation
(r(1431) = -0.176, p < 0.01) between alpha values and mon-
itor color depth (one of 16, 24, or 32 bits): subjects tended to
select lighter alphas on displays with greater color resolution,
presumably due to better contrast.

We found a significant effect of operating system (F (1,1391)
= 10.24, p < 0.001), as determined via the browser-reported
User-Agent field (Figure 9). The darker alpha values for
Mac OS X prior to 10.6 (220 responses) versus other oper-
ating systems (1211 responses) are consistent with a more
“washed-out” monitor gamma of 1.8, indicating that the
User-Agent field provides some predictive power.

EXPERIMENT 3: CHART SIZE AND GRIDLINE SPACING
Our next experiment focuses on a design variable that is dif-
ficult to control in a crowdsourced study: visualization size.
While pixel size can easily be varied, the subjects’ physi-
cal display size, resolution, and viewing distance can not be
measured reliably. Still, by canvassing a diversity of web
users, we might determine pixel-based settings to optimize
presentation. Our goal was to assess the use of crowdsourc-
ing for experiments involving variations in chart sizing.

We investigated the effects of chart size and gridline spacing
on the accuracy of value comparisons in a chart. The experi-
ment design was inspired by Heer et al.’s [12] study of time-
series visualizations, which found that as chart heights were
decreased (from a starting height of 48 pixels, or 135 mm
on Heer et al.’s displays), subjects initially responded more
quickly without diminished accuracy, implying that there are
optimal sizes that maximize the speed and accuracy of graph-
ical perception. However, they did not investigate the effect
of further increasing chart height or introducing gridlines. In
this experiment, we sought to determine optimized sizing and
spacing parameters for web-based display.

Method
Subjects were shown a chart and asked to first indicate which
marked element (the left or the right) was smaller and then

Figure 10: Experiment 3 stimuli varying chart type,
chart height, and gridline spacing.
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Results	
  
• Analysis	


•  Estimation error	


|judged difference – true difference|	


•  Response time could not be ���

analyzed because of unreliability	


	



•  Significant effect of chart size 	


•  and gridlines 	


•  See paper for details	
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Figure 11: Chart height and gridline spacing results
(3A & B). Error bars indicate 95% confidence intervals.

estimate the difference between the two (i.e., the value of the
larger minus the smaller). Subjects were instructed to be as
accurate as possible while making a “quick visual judgment.”

We used a 2 (chart)⇥ 3 (height)⇥ 4 (gridline spacing) facto-
rial design with 3 replications, for a total of 72 trials (HITs).
Either a bar chart or a line chart was shown with a height of
40, 80, or 160 pixels; gridlines were drawn at intervals of 10,
20, 50, or 100 units (see Figure 10 for examples). Each chart
consisted of 12 values distributed on a range of 0-100 units.
Each value was labeled A-L and values D and I were always
the compared values (c.f., [12]). As a qualification task, we
used multiple-choice variants of two trial stimuli: one bar
chart and one line chart, each 80 pixels tall.

For each experimental trial, we recorded estimation error as
|judged difference - true difference|. We chose this error
measure to facilitate comparison of our results with those
of Heer et al. [12]; however, the unreliability of response
times (discussed later) curtailed a deeper analysis of speed-
accuracy trade-offs along these lines.

We requested N=24 assignments and paid $0.02 per HIT. We
subsequently conducted a second experimental run, denoted
as 3B. The extended experiment used chart heights of 160
and 320 for a total of 48 HITs. We again requested N=24
assignments, but raised the reward to $0.04 per HIT.

Results
We analyzed a total of 2,880 responses from the two experi-
mental runs. We omitted 46 responses (1.60%) with error >
40. We then ran an ANOVA on the error results. We found
statistically significant effects for chart height (F (3,2802) =
14.16, p < 0.001), gridline spacing (F (3,2802) = 31.98, p <
0.001), and an interaction of height and spacing (F (9,2802)
= 2.11, p < 0.026). Figure 11 plots these results.

Using Bonferroni-corrected post-hoc tests, we found that

charts 40 pixels tall resulted in significantly more error (p <
0.001 in all cases), but found no significant difference be-
tween the other heights. The results confirm our hypothe-
sis that accuracy plateaus as chart heights increase, and sug-
gest little benefit for increasing chart height beyond 80 pixels
when using a 0-100 scale. This size roughly coincides with
the point at which the pixel and data resolutions match.

Adding gridlines improved accuracy, though post-hoc tests
found no significant difference between 10 and 20 gridlines
(p = 0.887) or between 50 and 100 (p = 0.905). Error in-
creased steeply in charts with a height of 40 pixels and grid-
line spacing of 10 units. Presumably the dense packing of
gridlines impedes accurate tracing to their labels. The results
suggest that gridlines be separated by at least 8 pixels.

MECHANICAL TURK: PERFORMANCE AND COST
In this section, we analyze subject performance and exper-
imental costs across our experiments, investigating subject
overlap, task completion rates, quality of results, and the
money and time costs of running studies on Mechanical Turk.

Turkers Overlap Across Studies
A total of 186 different Turkers participated in our experi-
ments. Experiment 1A was launched in June 2009 as four si-
multaneously deployed collections of HITs grouped by judg-
ment type. Participation across HIT groups was highly over-
lapping: of the 82 Turkers participating, 93% (76) con-
tributed to multiple HIT groups and over half (45) con-
tributed to all four. Experiment 1A consisted of a total of
70 HITs, so completing all HITs in a single session was eas-
ily achieved. The remainder of our experiments launched
in September 2009 as five HIT groups, one each for experi-
ments 1B, 2L, 2D, 3A, and 3B. HIT totals per group ranged
from 48 to 108. These experiments netted 117 subjects. In
our analyses we treat all experiment 1A runs as one group, as
they match single HIT groups in the remaining experiments.

Figure 12 shows the cumulative distribution of Turkers by the
number of experiments to which they contributed. Across
experiments, 31% of Turkers (58/186) contributed to two
or more experiments, and 15% (28) contributed to three or
more. Only 1 Turker participated in all experiments and
only 7% of Turkers (13) who participated in experiment 1A
later participated in any of the other studies. In summary,
there was substantial variability in the subject pool across
experiments and very little overlap in studies separated by 3
months. For any given study, an average ⇠ 1

3 of subjects also
participated in another experiment.

Number of Experiments

Pa
rti

ci
pa

tin
g 

Tu
rk

er
s

0

50

100

150

200

1 2 3 4 5 6

Figure 12: Cumulative number of subjects participat-
ing in our crowdsourced experiments.
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Performance	
  and	
  Cost	
  
• Cost-saving	


•  Total expenditure, $367.77; a lab experiment would be $2190	



•  Time-saving	


•  Days instead of weeks to complete experiment	
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Figure 13: HIT completion results. Top: Turker count
by HIT completion rate: histogram and best-fit Gaus-
sian mixture model. Bottom: Total HITs submitted.

HIT Completion Rates: “Samplers” and “Streakers”
Do Turkers randomly sample tasks across HIT groups, or do
they plow through every task in a group? Given the over-
head of learning a new task, it would make economic sense
to complete related tasks in batch, and the Mechanical Turk
interface facilitates this process. However, we found that the
number of trials completed by a subject varied substantially.

An “average” Turker completed 62 HITs (� = 71.4) across
all experiments—roughly one full study. However, as Fig-
ure 13 illustrates, the distribution of study completion rates
is bi-modal. The histogram groups Turkers by their average
HIT completion rate, which we calculate as the weighted per-
centage of HITs completed within participating HIT groups.
Thus, if a Turker never participated in experiment 1B, the
lack of HITs for that group is not factored into the average.

To analyze participation, we fit the data using Gaussian mix-
ture models. A three cluster model provides the best fit ac-
cording to AIC and BIC selection measures. The model con-
firms that Turkers cluster around low and high rates of com-
pletion. One cluster centers at a 10% completion rate, rep-
resenting Turkers who sample only a few HITs in a group.
The other localized cluster centers above 95% and repre-
sents Turkers who complete nearly all HITs in a consecutive
streak. It is these “streakers” who do the lion’s share of the
work: almost half of all trials (45.7%) were completed by the
52 Turkers with an average completion rate of 95% or higher.

It is difficult to state definitively the implications of these re-
sults for study design. Certainly, these patterns do not result
in strict between-subjects or within-subjects designs. How-
ever, in terms of user attention, these results suggest an in-
teresting cross-slice of task behaviors. Real-world interfaces
often have both dedicated and sporadic users, and it is pos-
sible that Turker completion patterns reflect similar distinc-
tions. Further study is needed to evaluate these distinctions
and also to assess how participation varies by task.

With Qualification, Turkers Provide High-Quality Results
Given the variety of completion rates, does the quality of
Turker results vary? Overall, we found the quality of Turk-
ers’ responses to be high: rejected outliers constituted only
0.75% of responses. Though crowdsourced responses exhib-
ited higher variance, our replicated studies (1A & 2) match
prior results and imply identical design recommendations.

We found that the combined use of (a) qualification tasks to
ensure subject understanding, and (b) clearly worded tasks
with verifiable answers, encourages accurate crowdsourced
results. Trial runs of Experiment 1 omitted the qualifica-
tion task, and over 10% of the responses were unusable.
We attribute this degradation in quality to confusion rather
than “gaming” of the system. The use of verifiable answers
(also advocated elsewhere [14]) serves to dissuade gaming,
as wildly incorrect answers can be rejected outright, strip-
ping Turkers of their pay. There is little incentive for crafting
subtly incorrect answers; one might as well perform the task.

Standard HITs Frustrate Fine-Grained Timing
Although we found crowdsourcing to provide high-quality
responses, the standard MTurk interface makes it difficult to
collect fine-grained timing data. In a laboratory setting, we
estimate that the trials in our experiments take a few seconds
on average. In our crowdsourced studies, however, the aver-
age timing data was significantly higher. Rather than a few
seconds per trial, the median response time was 42s (µ=54s,
�=41s). We observed a minimum time of 5 seconds, yet
many responses took multiple minutes. There is simply not
enough control: it is unclear how much time is due to page
loading, scrolling, user inattention, and response submission.

Despite these limitations, significant effects due to time may
still be found in the data. In experiment 2L, subjects spent an
average of 5 extra seconds adjusting alpha contrast on dense
plots (F (3,1391) = 3.25, p = 0.021). However, due to the in-
ordinately high means and large variation, we forego making
any predictions or recommendations based on such results.

If fine-grained timing is needed, experimenters should im-
plement their own task interface and present it in MTurk
as an embedded frame. One option is to maintain the typ-
ical micro-task format, but include “ready-set-go” phases at
the beginning of each task and record response times using
JavaScript. Another option is to use a “macro-task” for-
mat by batching a number of trials into a single HIT with
higher compensation. While such a format might enforce
within-subjects participation, pacing, and timing accuracy
more similar to a lab study, it violates standard usage. Further
study is needed to assess how such “macro-tasks” impact the
performance and scalability of crowdsourced experiments.

Reward Level Affects Study Completion Time
How long does it take to run an MTurk study? Are com-
pletion time or result quality affected by the reward? For
each experimental run, Figure 14 plots HITs completed vs.
time elapsed since launch. Runs priced � $0.04/HIT are
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Figure 14: HIT completion rate per experiment.
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Limita&ons	
  and	
  Considera&ons	
  
•  Turkers overlap across studies	


• HIT Completion rates vary	


• Reward level has effects	


•  Raising $ decreases time to results, but Turkers seem to be less accurate	


	



•  Lots more in paper	



•  The good news	


•  Turkers provide high-quality results (most of the time)	
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Overall	
  Results	
  
• MTurk is a viable option for perception experiments	


•  Successfully replicated 2 experiments	


•  Conducted 2 novel experiments with interesting results	



• However, it comes with a lot of limitations	


•  May be best used in combination with other evaluation techniques	
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Cri&que	
  
• Replication of results and novel experiments convincing	



• Gathered data about the process of running an Mturk 
experiment	


•  Able to create guidelines for running studies based off experience	
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Synthesis	
  
•  Emphasis on new methods for evaluation for a variety of infovis 

domains	


•  Geovis, bioinformatics, graphical perception	



•  Evaluating the effectiveness of the evaluation methods through 
different methodological approaches	


•  Case studies and field work	


•  Web-based controlled experiments	



• All three tackle evaluations targets a different design stages	


•  Pre-pre-design	


•  Pre-design to prototyping	


•  Summative design 	
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Ques&ons?	
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