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Overview

1 Principal Component Analysis
Singular Value Decomposition (SVD)
Non-Negative Matrix Factorization (NMF)

2 Collaborative Filtering
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Principal Component Analysis (PCA)

f(W,Z) =
1

2

n∑
i=1

d∑
j=1

(wT
j zi − xij)

2 =
1

2
‖ZW −X‖2F

Can apply different constrains on W and Z, e.g.,:

Orthogonal W.
Non-negative W and Z (consequently sparse) .
L1-regularization on W and Z (consequently sparse).
...
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Solving PCA

3 common ways to solve this problem:

Singular value decomposition (SVD)classic non-iterative approach.
Alternating between updating W and updating Z.
Stochastic gradient: gradient descent based on random i and j.

(Or just plain gradient descent).
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Solving PCA: Singular Value Decomposition (SVD)

At train: enforce orthogonality on W with SVD.

At test:
OZf(Z) = ZWWT −XWT → Z = XWT (WWT )−1 = XWT
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Solving PCA: Alternating between Updating W and

Updating Z

Instead of using SVD to compute the principal components, we
can alternate between updatingW and updating Z.

One way is to use a gradient method that alternates between
updating W and Z.

We get different principal components with gradient descent because
we haven’t set constraints on W.
You would never actually use this method to fit a PCA model, but this
optimization strategy generalizes to other models e.g., non-negative
matrix factorization (NMF).
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Solving PCA: Alternating between Updating W and

Updating Z

f(W,Z) =
1

2

n∑
i=1

d∑
j=1

(wT
j zi − xij)

2 =
1

2
‖ZW −X‖2F

Fix Z, find W:

OW f(W) = ZTZW − ZTX,W = (ZTZ)−1(ZTX)

Fix W, find Z:

OZf(Z) = ZWWT −XWT ,Z = XWT (WWT )−1
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Solving PCA: Alternating between Updating W and

Updating Z
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Solving PCA: Alternating between Updating W and

Updating Z
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Non-Negative Matrix Factorization (NMF)

NMF is solving PCA such that Z and W have non-negative
terms.

How can we minimize f(W) with non-negative constraints?

Naive approach: solve least squares, set negative wij to 0, e.g.,

W = (ZTZ)−1(ZTX)

wij = max{0,wij}

Generally not correct!
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Non-Negative Matrix Factorization (NMF)

How can we minimize f(W) with non-negative constraints?
Correct approach: projected gradient descent.

Run a gradient descent iteration:

Wt+ 1
2 = WT − αTOf(Wt)

After each step, set negative values to 0.

wij
t+1 = max{0,wij}

Repeat.

One way to use projected gradient:

Alternate between projected gradient steps on W and on Z.
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Exercise

Modify the dimRedPCA alternate function from the previous
slides, to add non-negativity constraint.

Hint: you may use findMinNN as a black box that implements
gradient descent and enforces non-negative parameters!
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Exercise: Solution
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Collaborative Filtering

Given a user-item interaction matrix

Each cell can be rating of user u for item i

A large number of missing values!!!

In collaborative filtering, we are interested in filling in, or
predicting, the missing values.
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Collaborative Filtering

Our standard latent-factor framework:

argmin
W,Z

1

2

n∑
i=1

d∑
j=1

(yij −wT
j zi)

2

But don’t include missing entries in loss:

argmin
W,Z

1

2

n∑
i=1

d∑
j=1

I[yij 6=?](yij −wT
j zi)

2
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Collaborative Filtering

Can predict missing rating for user i and item j:

ŷij = wT
j zi

Can add user bias bi and item bias bj .

ŷij = wT
j zi + bi + bj

High bi means user i rates higher than average.
High bj means j is rated higher than average.
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Exercise

f(bu,bm,wm, zu) =
1

2
(yum − (wT

mzu + bu + bm))2

∂f

∂bu
=?

∂f

∂bm
=?

∂f

∂(wm)i
=?

∂f

∂(zu)i
=?
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Exercise: Solution

f(bu,bm,wm, zu) =
1

2
(yum − (wT

mzu + bu + bm))2

∂f

∂bu
= −rum

∂f

∂bm
= −rum

∂f

∂(wm)i
= −rumzui

∂f

∂(wm)i
= −rumwmi
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Exercise

Using the previous question,complete the following function with
gradient descent.
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Exercise: Solution
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