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Admin

• Assignment 2 is due Friday:

– You should already be started!

– 1 late day to hand it in on Wednesday, 2 for Friday, 3 for next Monday.

• We will still have tutorials on Tuesday/Wednesday of next week:

– Focusing on multivariate calculus in matrix notation.



Motivation: Product Recommendation

• We want to find items that are frequently ‘bought’ together.

• With this information, you could:
– Put them close to each other in the store.

– Make suggestions/bundles on a website.



Association Rules

• Consider two sets of items ‘S’ and ‘T’:

– For example: S = {sunglasses, sandals} and T = {sunscreen}.

• We’re going to consider association rules (S => T):

– If you buy all items ‘S’, you are likely to also buy all items ‘T’.

– E.g., if you buy sunglasses and sandals, you are likely to buy sunscreen.



Association Rules

• Interpretation in terms of conditional probability:

– The rule (S => T) means that p(T = 1 | S = 1) is ‘high’.

I’m using p(T = 1 | S = 1) for p(T1 = 1, T2 = 1,…, Tk = 1 | S1 = 1, S2 = 1,…, Sc = 1).

• Association rules are directed but not necessarily causal:

– p(T | S) ≠ p(S | T).

• E.g., buying sunscreen doesn’t necessarily imply buying sunglasses/sandals:

– The correlation could be backwards or due to a common cause.

• E.g., the common cause is that you are going to the beach.



Association Rules vs. Clustering
Sunglasses Sandals Sunscreen Snorkel
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0 0 0 0

• Clustering:

– Which objects are related?

– Grouping rows together.
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• Clustering:

– Which objects are related?

– Grouping rows together.

• Association rules:

– Which features occur together?

– Relating groups of columns.



Applications of Association Rules

• Which foods are frequently eaten together?

• Which genes are turned on at the same time?

• Which traits occur together in animals?

• Where do secondary cancers develop?

• Which traffic intersections are busy/closed at the same time?

• Which players outscore opponents together?

http://www.exploringnature.org/db/view/624
https://en.wikipedia.org/wiki/Metastasis
http://basketball-players.pointafter.com/stories/3791/most-valuable-nba-duos#30-atlanta-hawks
http://modo.coop/blog/tips-from-our-pros-avoiding-late-charges-during-summer



Support and Confidence

• We “score” rule (S => T) by “support” and “confidence”.

– Running example: {sunglasses,sandals} => suncreen.

• Support:

– How often does ‘S’ happen?

– How often were sunglasses and sandals bought together?

– Marginal probability: p(S = 1).

• Confidence:

– When ‘S’ happens, how often does ‘T’ happen?

– When sunglasses+sandals were bought, how often was sunscreen bought?

– Conditional probability: p(T = 1| S = 1).



Support and Confidence

• We’re going to look for rules that:
1. Happen often (high support), p(S = 1) ≥ ‘s’.

2. Are reliable (high confidence), p(T = 1| S = 1) ≥ ‘c’.

• Association rule learning problem:
– Given support ‘s’ and confidence ‘c’.

– Output all rules with support at least ‘s’ and confidence at least ‘c’.

• A common variation is to restrict size of sets:
– Returns all rules with |S| ≤ k and/or |T| ≤ k.

– Often for computational reasons.



Finding Sets with High Support

• First let’s focus on finding sets ‘S’ with high support.

• How do we compute p(S = 1)?

– If S = {bread, milk}, we count proportion of times they are both “1”.

Bread Eggs Milk Oranges

1 1 1 0

0 0 1 0

1 0 1 0

0 1 0 1

… … … …



Challenge in Learning Association Rule

• Consider the problem of finding all sets ‘S’ with p(S = 1) ≥ s.

– With ‘d’ features there are 2d-1 possible sets.

• It takes too long to even write all sets unless ‘d’ is tiny.

• Can we avoid testing all sets?

– Yes, using a basic property property of probabilities…
(“downward-closure/anti-monotonicity”)



Upper Bound on Joint Probabilities

• Suppose we know that p(S = 1) ≥ s.

• Can we say anything about p(S = 1,A = 1)?

– Probability of buying all items in ‘S’, plus another item ‘A’.

• Yes, p(S = 1,A = 1) cannot be bigger than p(S = 1).

• E.g., probability of rolling 2 sixes on 2 dice (1/36) is less than 1 six on one di (1/6).



Support Set Pruning

• This property means that p(S = 1) < s implies p(S = 1, A = 1) < s.

– If p(sunglasses=1) < 0.1, then p(sunglasses=1,sandals=1) is less than 0.1.

– We never consider p(S = 1, A = 1) if p(S = 1) has low support. 

http://www-users.cs.umn.edu/~kumar/dmbook/dmslides/chap6_basic_association_analysis.pdf
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A Priori Algorithm

• A priori algorithm for finding all subsets with p(S = 1) >= s.

1. Generate list of all sets ‘S’ that have a size of 1.

2. Set k = 1. 

3. Prune candidates ‘S’ of size ‘k’ where p(S = 1) < s.

4. Add all sets of size (k+1) that have all subsets of size k in current list.

5. Set k = k + 1 and go to 3.

http://www-users.cs.umn.edu/~kumar/dmbook/dmslides/chap6_basic_association_analysis.pdf



A Priori Algorithm

Let’s take minimum support as s = 0.30. 

First compute probabilities for sets of size k = 1:
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A Priori Algorithm

Let’s take minimum support as s = 0.30. 

First compute probabilities for sets of size k = 1:

Combine sets of size k=1 with support ‘s’ to make sets of size k = 2:Check sets of size k = 3 where all subsets of 
size k = 2 have high support:

(All other 3-item and higher-item counts are < 0.3)

(We only considered 13 out 63 possible rules.)



A Priori Algorithm Discussion

• Some implementation prune the output:
– ‘Maximal frequent subsets’:

• Only return sets S with p(S = 1) ≥ s where no superset S’ has p(S’ = 1) ≥ s.

• E.g., don’t return {break,milk} if {bread, milk, diapers} also has high support.

• Number of rules we need to test is hard to quantify:
– Need to test more rules for small ‘s’.

– Need to test more rules as counts increase.

• Computing p(S = 1) if S has ‘k’ elements costs O(nk).
– But there is some redundancy: 

• Computing p({1,2,3}) and p({1,2,4}) can re-use some computation.

– Hash trees can be used to speed up various computations.



Generating Rules

• A priori algorithm gives all ‘S’ with p(S = 1) ≥ s.

• To generate the rules, we consider subsets of each high-support ‘S’:

– If S = {1,2,3}, candidate rules are:

• {1} => {2,3}, {2} => {1,3}, {3} => {1,2}, {1,2} => {3}, {1,3} => {2}, {2,3} => {1}.

– There is an exponential number of subsets.

• But we can again prune using rules of probability:

• E.g., probability of rolling 2 sixes is higher if you know one di is a 6.



Confident Set Pruning

http://www-users.cs.umn.edu/~kumar/dmbook/dmslides/chap6_basic_association_analysis.pdf



Association Rule Mining Issues

• Spurious associations:

– Can it return rules by chance?

• Alternative scores:

– Support score seems reasonable.

– Is confidence score the right score?

• Faster algorithms than a priori:

– ECLAT/FP-Growth algorithms.

– Generate rules based on subsets of the data.

– Cluster features and only consider rules within clusters.

– Amazon’s recommendation system.



Spurious Associations

• For large ‘d’, high probability of returning spurious associations:

– With random data, one of the 2d rules is likely to look strong.

• Classical story:

– "In 1992, Thomas Blischok, manager of a retail consulting group at 
Teradata, and his staff prepared an analysis of 1.2 million market baskets 
from about 25 Osco Drug stores. Database queries were developed to 
identify affinities. The analysis "did discover that between 5:00 and 7:00 
p.m. that consumers bought beer and diapers". Osco managers did NOT 
exploit the beer and diapers relationship by moving the products closer 
together on the shelves."



Problem with Confidence

• Consider the “Sunscreen Store”:

– Most customers go there to buy sunscreen.

• Now consider rule (sunglasses => sunscreen).

– If you buy sunglasses, it could mean you weren’t there for sunscreen:

• p(sunscreen = 1| sunglasses = 1) < p(sunscreen = 1).

– So (sunglasses => sunscreen) could be a misleading rule:

• You are less likely to buy sunscreen if you buy sunglasses.

– But the rule could have high confidence.



Customers who bought sunglasses

Customers who didn’t buy sunglasses
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• One alternative to confidence is “lift”:

– How much more likely does ‘S’ make us to buy ‘T’?

Customers who bought sunglasses

Customers who didn’t buy sunglasses

Customers who bought sunscreen



Amazon Recommendation Algorithm

• How can we scale to millions of users and millions of products?

– Only consider rules (S => T) where S and T have a size of 1.

– For each item, construct bag of users vector xi.

– Recommend items ‘j’ with high cosine similarity:

• If cos(xi,xj) = 1, products were bought by exact same users.



Summary

• Association Rules: (S => T) means seeing S means T is likely.

• Support: measure of how often we see S.

• Confidence: measure of how often we see T, given we see S.

• A priori algorithm: use inequalities to prune search for rules.

• Amazon product recommendation: 

– Simpler method used for huge datasets in practice.

• Next time: how do we do supervised learning with a continuous yi?



Bonus Slide: Sequence Pattern Analysis

• Finding patterns in data organized according to a sequence:
– Customer purchases:

• ‘Star Wars’ followed by ‘Empire Strikes Back’ followed by ‘Return of the Jedi’.

– Stocks/bonds/markets:
• Stocks going up followed by bonds going down.

• In data mining, called sequential pattern analysis:
– If you buy product A, are you likely to buy product B at a later time?

• Similar to association rules, but now order matters.
– Many issues stay the same.

• Exist sequential versions of many association rule methods:
– Generalized sequential pattern (GSP) algorithm is like a priori algorithm.


