1 Regularized Logistic Regression

If you run the function `example_logistic`, it will:

1. Load a binary classification dataset containing a training and a validation set.
2. ‘Standardize’ the columns of $X$ and add a bias variable.
3. Apply the same transformation to $X_{\text{validate}}$.
4. Fit a logistic regression model.
5. Report the number of features selected by the model (number of non-zero regression weights).
6. Report the error on the validation set.

Logistic regression does ok on this dataset, but it uses all the features (even though only the prime-numbered features are relevant) and the validation error is above the minimum achievable for this model (which is 1 percent). In this question, you will modify this demo to use different forms of regularization to improve on these aspects.

1.1 L2-Regularization

Make a new function, `logRegL2`, that takes an input parameter $\lambda$ and fits a logistic regression model with L2-regularization. Specifically, while `logReg` computes $w$ using

$$\arg\min_{w \in \mathbb{R}^d} \sum_{i=1}^{n} \log(1 + \exp(-y_i w^T x_i)),$$

"
your new function $\logRegL2$ should compute $w$ using
\[
\argmin_{w \in \mathbb{R}^d} \sum_{i=1}^n \left[ \log(1 + \exp(-y_i w^T x_i)) \right] + \frac{\lambda}{2} \|w\|^2.
\]
Hand in your updated code. Using this new code, report the number of non-zeroes and the validation error with $\lambda = 1$.

1.2 L1-Regularization

Make a new function, $\logRegL1$, that takes an input parameter $\lambda$ and fits a logistic regression model with L1-regularization,
\[
\argmin_{w \in \mathbb{R}^d} \sum_{i=1}^n \left[ \log(1 + \exp(-y_i w^T x_i)) \right] + \lambda \|w\|_1.
\]
Hand in your updated code. Using this new code, report the number of non-zeroes and the validation error with $\lambda = 1$.

Hint: you can use the function $\text{findMinL1}$ to minimize the sum of a differentiable function and $\lambda \|w\|_1$. This function has a similar interface to $\text{findMin}$, except that you (a) only provide the code to compute the function/gradient of the differentiable part and (b) need to provide the value $\lambda$. (This function implements a generalization of the projected-gradient algorithm we discussed in class for solving non-negative problems. If you are curious, you can look at $\text{findMinNN}$ which implements projected-gradient with non-negative constraints.)

1.3 L0-Regularization

The function $\logRegL0$ contains part of the code needed to implement the forward selection algorithm, which approximates the solution with L0-regularization,
\[
\argmin_{w \in \mathbb{R}^d} \sum_{i=1}^n \left[ \log(1 + \exp(-y_i w^T x_i)) \right] + \lambda \|w\|_0.
\]
The ‘for’ loop in this function is missing the part where we fit the model using the subset $\text{ind}_\text{new}$, then compute the score and updates the $\text{minScore}/\text{minInd}$. Modify the ‘for’ loop in this code so that it fits the model using only the features $\text{ind}_\text{new}$, computes the score above using these features, and updates the $\text{minScore}/\text{minInd}$ variables. Hand in your updated code. Using this new code, report the number of non-zeroes and the validation error with $\lambda = 1$.

2 Principal Component Analysis

The function $\text{example}\_\text{PCA}$ will load the animals dataset from the previous assignment, standardize the features, and then give two unsatisfying visualizations of it. First it shows a plot of the matrix entries, which has too much information and thus gives little insight into the relationships between the animals. Next it shows a scatterplot based on the first two features, and you can click on the names of the points to reveal the corresponding animals. However, this reveals very little about the data. Further, because of the binary features, even a scatterplot matrix will show us almost nothing about the data.
2.1 Data Visualization

Modify this demo so that it applies PCA to this dataset, by taking the singular value decomposition (SVD) of the matrix $X$,

$$U\Sigma V^T = X,$$

as shown in class (use the function `svd`). This should give you a $2 \times 85$ matrix $W$, whose rows should have an L2-norm of 1 and where the inner product between the rows is zero. Use this matrix to construct a $50 \times 2$ matrix $Z$ containing the low-dimensional representation of the animals dataset. Make a scatterplot of the two columns in $Z$, and use the `gname` function to label a bunch of the points in the scatterplot. Hand in your modified code and the scatterplot.

Hint: After standardizing the columns, your next two steps should be:

```matlab
[U,S,V] = svd(X);
W = V(:,1:2)';
```

2.2 Data Compression and Variance

PCA uses an approximate matrix factorization,

$$X \approx ZW,$$

and the number $k$ of principal components controls the accuracy of this approximation. The ‘Frobenius’ norm is a natural generalization of the Euclidean norm to matrices, and is defined by

$$\|X\|_F = \sqrt{\sum_{i=1}^{n} \sum_{j=1}^{d} x_{ij}^2}.$$

In Matlab, you can use `norm(X,'fro')` to compute this quantity. (Since $X$ is assumed to have a mean of zero when we apply PCA, notice that the squared Frobenius norm is proportional to the variance of the entries of the matrix.) In class, we said that PCA finds the $W$ and $Z$ that minimize the squared Frobenius norm,

$$\min_{W,Z} \|X - ZW\|_F^2 = \sum_{i=1}^{n} \sum_{j=1}^{d} (x_{ij} - w_j^T z_i)^2.$$

If we view PCA as a data compression algorithm, one way to measure the compression error is with the ratio

$$\frac{\|X - ZW\|_F^2}{\|X\|_F^2}.$$

A value of zero means that $ZW$ is a perfect approximation of $X$, while a value close to 1 indicates that $ZW$ does nothing (and values bigger than one could mean that $ZW$ is worse than doing nothing). Report the value of this ratio when $k = 1$, when $k = 2$, and when $k = 3$. By looking at the diagonal elements of $\Sigma$ (the singular values), what seems to be the relationship between the compression ratio and the singular values? By looking at $\Sigma$, how many principal components would be needed to achieve a ratio of 20%?

Hint: You will find three transformations very useful to discover this relationship. First, square the singular values. Next, divide each squared singular value by the sum of the squared singular values. Third, you may want to look at the cumulative sum of these values.

3 Outlier Detection

This question uses `cities.mat`, a collection of 9 categories of ratings ($d = 9$) for 329 American cities ($n = 329$). We’ll use this dataset to illustrate different approaches to outlier detection.
3.1 Model-Based Outlier Detection

For each of the 9 categories, compute the z-score and report the cities that have \(|z| \geq 4\) in any category.

3.2 Graphical Outlier Detection

As in Question 2.1, make a 2D visualization of the data using PCA (remember that PCA takes standardizes features as input), and label the cities that appear to be outliers. Hand in the scatterplot.

3.3 Distance-Based Outlier Detection

Write a script to compute the ‘outlierness’ of each city based on these ratings. Hand in your code to do this. For \(k = 3\), report the cities with the top 10 values of ‘outlierness’ along with their ‘outlierness’ score.

Hint: you do not have to implement the ‘influenced outlierness’ score for this question. You may find it easier to first find the k-nearest neighbours of each city, then compute the average distance to the k-nearest neighbours of each city, and then finally compute the outlierness score.