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Version française disponible

Individuals and society are increasingly faced with making decisions based on enormous amounts of 
information and they need to have a principled way to judge that information. Inspired by applications in 
geology, the first thrust of this proposal is to build the foundations of what we have called "semantic science" 
(in analogy with the semantic web, but for scientific data and hypotheses), to allow for ontologies that enable 
semantic interoperability, observational data that provides evidence, and hypotheses that make (probabilistic) 
predictions on data and can be used to form models to make predictions for specific cases. Making these all 
work together is a major research challenge.

Spatial planning under uncertainty, such as arise in forestry applications, where effects of actions and 
utilities are not local is the second thrust. We are investigating policy gradient methods that iteratively improve 
relational representations of policies.

A third thrust is in efficient inference for probabilistic relational models.  In 2003 I first proposed lifted 
inference, where we do not distinguish individuals about which we have the same information. There has been 
considerable advances, but we still have not reached the "holy grail" where we can do inference exponentially 
faster than grounding in the number of indistinguishable individuals, although it seems plausible that there is 
such a method. This promises to form a foundation of the next generation of probabilistic modelling and 
programming languages.

A fourth area is in reasoning about existence and identity uncertainty. Typically models refer to roles of 
individuals, but the observations of the world do not specify which individuals, if any, fulfill the roles of the 
models. This work requires advances in representations as well as reasoning and learning algorithms.

Other Language Version of Summary (optional).
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David Poole NSERC PIN: 16877

Justification for proposed expenditure
My most pressing needs are in support of graduate students. The students supported by this grant
are doing foundational research, and as such, the NSERC discovery grants are the appropriate
funding source. We also need funding for travel to expose our research to the wider comminity
and for appropriate tools that allow us to carry out our research.
1 (a) Students: support for three Ph.D. students ($19,000 each). I expect to support Mark Crow-

ley, David Buchman and one other Ph.D. student.
Support for taking on one M.Sc. student each year at $16,500 per student per year. I

have to pay each student for 4-terms, as the department pays for their first two terms. There
are always M.Sc. students who are interested in working for me, and it will not be difficult
to find a student.

Support for 1 Summer student, at $5,500 as a top-up for a USRA. I have supported USRA
students over a number of years. We have had good experience with undergraduate students
in the past; they usually do very good programming work and we can get them excited about
research.

We also need to pay 4% benefits.
Item Rate Cost
Ph.D. students 3 @ $19,000 $57,000
M.Sc. student 4

3
@ $16,500 $22,000

Undergraduate summer student 1 @ $5,500 $5,500
Benefits 4% $3,380
Total $87,880

2 (a) Purchase or rental: $6,000 will allow me to maintain (reasonably) modern computers for
myself and my students associated with this project.

2(b) This is for repairs of computers and for Internet connection.
2 (c) User fees: The UBC Department of Computer Science charges for the direct costs of techni-

cal support to research grants. This includes installation and support of equipment, technical
support for researchers, file servers, network servers, printing and other similar direct costs.

3 Materials and supplies: paper, postage, photocopying, research books.
4(a) Travel Conferences: including IJCAI, AAAI, UAI, KR conferences, and other more special-

ized workshops. This includes graduate student travel.
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Large-Scale Reasoning Under Uncertainty

Objectives of the Research Program
Fundamentally, I am interested in decision making: what should an agent do as a function of its
abilities, its values, its prior knowledge and its observations? This could be at an individual level
(e.g., what medicine should I take or what house should I spend my time considering buying) or
at a societal level (e.g., where should we extract minerals with the lowest environmental impact
or how can we exploit resources in a sustainable way). To make good decisions, we should use
the best information available in the world. Current search engines used to find information base
their rankings using measures of popularity, such as pagerank, and often return sources that are
supposedly authoritative. As a scientist, I am not content with using popularity and appeal to
authority as the basis for determining what is true. If a person or web site makes a prediction, it
is reasonable to ask them for the evidence for such a prediction. Ultimately predictions should be
grounded in observations.

Building on the foundations of Bayesian decision theory, we want to make probabilistic pre-
dictions that can be combined with utilities to decide on the best actions. To make predictions,
we create hypotheses and condition on all available data. To find all of the relevant data, ontolo-
gies, which specify the meaning of symbols in knowledge sources, are required to ensure that the
hypotheses and the data can interoperate at a semantic level.

Data
World

Ontologies
Training

Data Hypotheses/
TheoriesNew 

Cases
Models/

Predictions

Figure 1: Semantic Science Architec-
ture

We have called this technology to support deci-
sions “semantic science”, based on the semantic web
[1], which is an endeavor to make all of the world’s
knowledge accessible to computers, and using scientific
methodology to make predictions. Figure 1 shows the
main components of semantic science. Ontologies are
used to define the vocabulary of data and hypotheses.
Observational data, which depends on the world and the
ontologies, are published. Such data sets can be very het-
erogenous, at widely varying levels of abstraction and de-
tail. Hypotheses that make probabilistic predictions are
also published. Hypotheses are not created in isolation,
but depend on training data. Hypotheses can be judged
by their prior plausibility and how well they predict the

data; the best hypotheses are called theories. Given a new case, various hypotheses are combined
to form models that can be used to make predictions on that case. Given a prediction, users can
ask what hypotheses were used to make that prediction, and for each hypothesis, they can ask
what data was used to support such a hypothesis. In this way all decisions can be based on all
of the available evidence. This is, of course, a much bigger project than can be carried out in an
NSERC discovery grant, but there remain many fundamental research problems that need to be
solved before the vision can be brought to reality.

Typically data is not just a set of mappings from features into a fixed set of values, as is often
assumed by traditional machine learning, but often refers to individuals that are only referred to
by name; it is the properties of these individuals and the relationships among these individuals
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that is important for prediction. Following my publication of what could be argued was the first
probabilistic relational language [12], [13], (pdf-33)1, the combination of logical and probabilistic
reasoning has blossomed. There are still many outstanding fundamental problems for represen-
tations, inference and learning. One of the main techniques that I proposed [14] and I am still
working on is the problem of lifted inference: carrying out probabilistic inference reasoning about
classes of individuals as a unit, without reasoning about them individually. Another problem (pdf-
12) is where models refer to individuals in terms of the roles they fill, but the data does not label
the observed individuals with roles.

Given probabilistic predictions, to make decisions we also need utilities and the ability to plan
actions. I am also interested in sequential decision making, particularly for large spatial domains.

In summary, I am interested in representations and algorithms that enable making decisions
based on the best available information. As part of working on the foundations, I try to ensure that
the representations and algorithms for the various parts can fit together into a coherent whole.

Recent progress in research activities related to proposal
Over the last 6 years, I have been working both on applications and on fundamental theory. Both
are essential for carrying out science in this field. The theory needs to be driven by how it can be
used, and the applications need to be built on solid foundations.

I have been working with geologists to develop practical instances of the semantic science
vision. We started developing qualitative probabilistic models (pdf-17, pdf-20) of landslide sus-
ceptibility and mineral occurrences, concentrating on the problems of interacting with rich ontolo-
gies and reasoning at multiple levels of abstraction and detail. Interacting with geologists who
have been developing ontologies, we have developed what we call Aristotelian definitions (pdf-3)
which are both natural for the geologists but also provide the hooks needed for probabilistic reason-
ing. Existing qualitative models were not expressive enough, so we have started doing Bayesian
probabilistic reasoning with ontologies and heterogenous relational data sets. Paper pdf-2 deals
with interacting with ontologies, with reasoning at multiple levels of abstraction and detail and
with modelling of roles. It uses a naive-Bayesian approach (modelling P(description|model) and
P(model)), which we discovered may not be the best approach because we want the probability of
the model to depend on the description of the model.

As well as the practical applications, which use single models for predictions, and are not
learned from data (but are evaluated using data), we have also been working on the big picture
(pdf-32), including how to make predictions on specific cases using multiple hypotheses (pdf-21,
pdf-8). These foundations are essential for future applications.

I have also been working on probabilistic inference, which is an essential component of de-
cision making. Rita Sharma and I developed techniques for variables with large hierarchically
structured domains (pdf-15). One particularly exciting development is lifted probabilistic infer-
ence for relational domains, which I first proposed in 2003 [14]. It still is not solved yet despite a
number of Ph.D. theses on the topic. Jacek Kisyński and I have made progress for directed models
(pdf-9) and in understanding the constraint processing involved (pdf-10).

1References of the form (pdf-nn) refer to item nn in my personal data form. References of the form [nn] refer to
item nn in the References section at the end of the proposal.
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I have also been working on representations of complex phenomena. One area that has recently
resurfaced is in probabilistic programming languages. I have shown how many problems that have
been solved by other researchers can be represented using the earlier developed probabilistic pro-
gramming language ICL (pdf-33). I have developed a unifying framework for understanding prob-
abilistic programming languages (pdf-31). I have also been working on the problem of existence
uncertainty; uncertainty about the existence of an object that fills a role (pdf-12) which turns out to
be a very tricky problem. Michael Chiang and I have been working on learning for these and other
relational models, particularly with unobserved relations (pdf-31).

Mark Crowley and I have been working on planning in large spatial domains inspired by appli-
cations in forestry. We have developed a policy gradient method that works in the extremely large
domains characterized by actions at each spatial location (pdf-11).

Alan Mackworth and I have been working on understanding and explaining a coherent picture
of AI. This has resulted in an AI textbook (pdf-29), and a suite of learning tools known as AIspace
(aispace.org). This has resulted in a number of publications (pdf-18, pdf-4) that show the interac-
tive tools are useful pedagogically. We believe that the book is a research contribution because it
shows a set of techniques that all fit together, and is not just a collection of ad hoc techniques.

Literature Pertinent to the Research
The idea of semantic science is partly based on the semantic web [1], from which we take the
idea of publishing information with reference to formal ontologies. However, we do not need the
semantic web to be fully functioning before semantic science can work. There has been work based
on publishing scientific ontologies [16] and publishing scientific data referring to these formal
ontologies [5, 8], which form part of the semantic science vision. None of these deal with making
probabilistic predictions. The closest work with this would be the work on PR-OWL [2], which
defines ontologies for uncertainty.

There have been a number of relational probabilistic representations and probabilistic program-
ming languages that have been proposed, most noticeably ProbLog [3], Blog [9] and Church [6]
(see pdf-31 for an overview). None of these are at the level where we could apply them to our
semantic science domains, mainly because they do not interact with ontologies, do not have good
solutions to the problem of existence uncertainty, and also because their inference algorithms are
not as good as special purpose algorithms (although that may change soon).

For the problem of lifted inference, following my initial proposal in 1993 [14], de Salvo Braz
et al. [4] invented counting elimination, Milch et al. [10] proposed a representation of counting
formulae, and Singla and Domingos [15] proposed a way to use lifted approximate inference for
learning. This body of research has not fulfilled the promise of lifted inference, as the algorithms
still need to ground in some cases.

The spatial planning work is based on relational policy gradient methods [7], which rely on
adjusting the parameters of a parametrized representation of a stochastic policy to improve the
expected utility. Our policy is specified in terms of a causal calculus [11], where the probability
distribution of the actions at each location depends on what is done at neighbouring locations.
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Methods and Proposed Approach
My methodology is to be inspired by real problems and to develop the foundations upon which
the solutions to these and related problems can be built. By considering real problems (problems
that someone is interested in the solution to), we first see what can be solved by existing tech-
nologies. Either existing technologies can be directly applied to solve the problems, or there is
research required to develop the appropriate technology. When we build the solutions, I like to
make them as generally applicable as possible. For example, the work on semantic science began
with the problems of predicting mineral occurrences and predicting landslides. It became clear that
we needed standardized ontologies to describe the world, but we also wanted to make probabilistic
predictions, as these are what is required for making decisions under uncertainty. To anticipate
future domains, we have generalized the problem to include training data and the need to combine
multiple hypotheses to make a prediction. This vision of semantic science goes beyond the appli-
cations in geology (because there is typically little data from which to learn in those problems),
and is inspiring research on the bigger picture that can be applied to the specific applications.

The following paragraphs give some more examples of this methodology for research.
In the spatial planning application (pdf-11), we need a representation of a spatial policy. Such

a policy specifies a distribution over actions for each location that depends on the actions at neigh-
bouring locations. Conditional probabilities are not the appropriate representation because the
specification is inherently cyclic. We tried to apply the theory of causal modelling [11], but found
it inadequate for the sorts of cyclic models we were considering. We are working on developing a
theory of causal modelling based on the idea that the probability distribution after all interventions
is the equilibrium distribution of a Markov chain. This is being developed in a very general setting,
but should be able to be applied for the specific case of stochastic spatial policies.

When building relational models, we can really only check the models against ground truth for
small models. However, there are problems with developing and learning models at one population
size and applying them at other population sizes. Most of the current representations do not allow
the flexible specification of how the predictions change as the population changes. We need new
representations that allow the modelling of how the predictions depend on population sizes.

Traditionally, in Bayesian modelling we represent P(m) and P(d|m), where m is a specific
model, and d describes what the model predicts. When we have rich relational models, it is difficult
to determine the prior probability of a model, as there is not enough data to estimate it from, and
so we must compute it from the model’s description. We are exploring a number of solutions that
are mathematically well-founded and fit the constraints of real applications.

When carrying out inference with relational domains, we would like to carry out inference
in a lifted manner, treating all undistinguished individuals as a group and counting them. None
of the existing solutions fully solve this, because they are all based on variable elimination, a
dynamic programming approach that relies on representing the intermediate results, however cur-
rent lifted representations are not closed under the operations of multiplication and summing out
(parametrized) variables. While it may be possible to find more complex representations of the in-
termediate results, Jacek Kisyński, Fahiem Bacchus (University of Toronto) and I are investigating
search based methods, which we have reason to believe can be exponentially faster (as the popu-
lation size increases for a fixed model) than grounding: when the grounding is polynomial, lifted
search can be logarithmic and when the grounding is exponential, lifted search can be polynomial.
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Current representations of discrete probability distributions are usually in terms of tables that do
not make explicit the internal structure of the distribution. David Buchman, Nando de Freitas and
I are working on a new spectral representation that has no redundant parameters and can represent
the interactions between the variables, at multiple frequencies. We believe this has great potential
for learning and approximate inference, where we may only need to represent high frequency
interactions when supported by the data or when it makes a difference in prediction.

I measure progress by the usual scientific measures of publications and impact on future re-
search. I would prefer to struggle with difficult problems, propose novel techniques for these prob-
lems, and inspire others to work on them, rather than play the game of incremental improvements
of existing techniques. While this strategy may not maximize my rate of publication, I believe it
maximizes my impact.

Anticipated Significance of the Work
I believe that semantic science has the potential to change the world. When it comes to fruition,
people will wonder why in 2010 people were content with isolated non-interacting data sets, data
and hypotheses that cannot be easily found and tested against each other, and predictions that
cannot be justified in terms of all of the relevant data.

In the shorter term, by building the foundations of large-scale reasoning under uncertainty,
inspired by real applications, we can help develop the science of AI as both useful and intellectually
stimulating. Many of the problems tackled by AI are too difficult for people to solve unaided, and
we need the tools of AI to hope to solve them.

Training of Highly Qualified Personel
The research outlined in this proposal provides a tremendous opportunity for training highly quali-
fied personnel, from undergraduates doing summer programming jobs to Ph.D. students. We need
people who are trained in the scientific methodology, and the work presented here integrates the-
ory, empirical studies and applications that should serve the students well whether they continue
with university research or move to industry.

I have concentrated on supervising Ph.D. students, not necessarily by design. When I have
supervised M.Sc. student they have tended to want to stay with me to do a Ph.D. (Sharma and
Crowley), have come to UBC to do a Ph.D. (Kisyński and Chiang) or are transferring from an
M.Sc. to a Ph.D. (Buchman). I have regularly supervised undergraduate students as USRAs.

Funding is my main limit to supervising more students. I cannot afford to support more than 3
graduate students at a time on my current grant.

I have mostly relied on NSERC funding, mainly because I am working on novel techniques.
Semantic science, for example, is not on other funders’ radar, as it is too new. There is still a lot of
fundamental research, the sort that is appropriate for NSERC funding, that needs to be carried out
before the full impact of this work can be applied. I have been able to find funding from MITACS
to support two of my students (Sharma and Kisyński) to apply their work in an industrial setting
for short periods after their graduation. Unfortunately the companies and government departments
we interact with are too small to provide ongoing research support for the fundamental research.
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