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1 Compressed Sensing

Let z € R™ be some unknown vector. We can learn information about x through the following “mea-
surement” operation: we can choose a vector ¢ € R™ and we are told the value of a’z. We would
like to minimize the number of measurements needed to learn the vector x. Note that performing m
measurements is equivalent to choosing an m x n matrix A then asking for the vector of measurements

Ax.

Without any further assumptions, n operations are clearly necessary and sufficient. This is because
(assuming that the query vectors a are linearly independent) after i operations, x could be any vector
in the n — 7 dimensional subspace of points consistent with the i measurements.

Now suppose that we know some additional properties of x. We say that a vector is k-sparse if it
has only k non-zero components. Suppose that x is almost k-sparse, meaning that © = y + z where
y is k-sparse and z is a small “noise” vector. Can we perform m < n queries and compute a good
approximation to x? Intuitively, we want to learn y exactly and we don’t care about learning z.

We present a solution which involves two interesting ideas. The first idea is to perform random mea-
surements, much like Johnson-Lindenstrauss measures the projection of vectors on a random subspace.
We will set m = ©(klogn), let A be a matrix of independent Gaussians, then ask for the vector of
measurements Azx.

The second idea is to use “small Li-norm” as a proxy for sparsity. After obtaining the measurements
Az, we will find the vector x* with smallest Li-norm that is consistent with those measurements. In
other words, we solve the optimization problem

min{ ||z*||; : Az™ = Az}, (1)

where ||z*[|y = Y., |z}] is the Li-norm. This optimization problem can be reformulated as a linear
program, although the details of that transformation are not crucial for us.

Our main theorem is:

Theorem 1 Define Err¥(z) = min, ||z’ — x||1, where the minimum is taken over all k-sparse vectors.
With probability at least 1 — 2/n over the choice of A,

lz* — @[l2 = O(Erri(2)/Vk), (2)
To interpret the error guarantee in (2), note that if x = y 4+ 2z as above, then setting 2’ = y we get

|z* —z||2 = O(||z|l1/Vk). So the approximation error of 2* only depends on the magnitude of the noise.

In fact, we will prove a stronger result than Theorem 1 states. We will prove that with probability at
least 1 — 2/n, we obtain a matrix A such that (2) holds for every vector z € R™.

To prove such a result, we need to define a condition on the matrix A that will ensure that (2) holds
for all x. We say that A satisfies the (k, §)-Restricted Isometry Property (RIP) if, for any k-sparse
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vector x we have

(1 =0d)llzllz < [[Azfla < (1 +6)]z[l2- 3)

This condition is equivalent to requiring that, for every submatrix of A consisting of k& columns, all
singular values lie in the interval [1 —§,1 4 6]. (An m X k matrix with for which all singular values are
exactly equal to 1 is an orthogonal matrix if K = m and if £ < m it is called an isometry.)

We will prove two theorems, which directly imply our main theorem.

Theorem 2 Ifm = O(klogn) and A is an m xn matriz whose entries are independent normal random
variables with distribution N(0,1/k), then A is (k,1/3)-RIP with probability at least 1 —2/n.

Theorem 3 If A is (25k,1/3)-RIP then (2) holds.

The second theorem does not involve any new concepts or any randomization; it just performs some
clever algebraic manipulations. So we will not discuss it in class, but we include the proof in Section 3
for completeness.

2 Proof of Theorem 2

First of all, let us derive a very crude bound on ||Az||. If the entries of A all have absolute value at most
n then ||Az| < n?||z| for all . By standard bounds on the Gaussian tail, the probability that this
fails to hold is less than vk [ e M*/2 4t < 1/n. (Alternatively, we could construct A with binomial
random variables instead of Gaussians, in which case our crude bound certainly holds.)

To prove the theorem we must show that (3) holds for every k-sparse vector x. The argument proceeds
by a union bound over all sets T' C {1,...,n} of indices with |T'| = k, then considering all vectors =
whose non-zeros all lie in the coordinates in T'.

So restricting to the coordinates in 7', our desired statement is: if B is an m X k matrix of independent
Gaussians, then

2 4
syl < 1Byl < vl vy € RY. (4)

This is almost identical to the statement of the Johnson-Lindenstrauss lemma, except previously we
only wanted those inequalities to hold for a fixed vector, or a small collection of vectors. Now we want
it to hold for all vectors.

Previously we analyzed the probability of (4) holding for a single vector, then extended that to a small
collection of vectors by taking a union bound. Unfortunately we now want (4) to hold for infinitely
many vectors, and we don’t want to union bound over an infinitely large set!

The solution is to observe that the function y — || By||/||y|| is a continuous function in y, so if 2/3 <
|Byll/|ly|l < 4/3 holds for some y, then it approximately holds for all nearby y. Also, since ||Byl|/|yl|
only depends on the direction of y, not its norm, it suffices to consider vectors with ||y|| = 1.

So define the sphere S = {z € R* : ||z|| = 1}. Since we only need to consider points y € S, it
seems conceivable that we could find finitely many points P = {p1,...,pe} such that every point in S
is “nearby” to some p;. Such a set P is called an epsilon-net, and they are well-studied objects. The
following fact is known.

Fact 4 There exists a set P C S of size O(1/€)¥ that is an e-net of S, meaning that min; |[p; — z|| < €
forallx € S.


http://en.wikipedia.org/wiki/%CE%95-net_%28metric_spaces%29

We set € = # and let P be an e-net of size O(1/€)¥ = exp(O(kInn)). Then we apply the Johnson-
Lindenstrauss lemma with error parameter 1/6 to the points in P. By a union bound, with probability
at least 1 — | P|- e~ ©(™) we have

) 7
SIpl < IBpl < Sl Ve P

Now consider any point y with ||y|| = 1. Because P is an e-net, there is some point p € P of distance
at most € to y. That is, letting z = y — p, we have ||z|| < e. Now using the crude bound from above, we
have ||Bz| < n%e¢ = 1/6. So, assuming that (4) holds for points in P we get

7 1 4
By| < ||B Bz|| < = = = -
1Byl < 1Bpll + B2 < Zloll+ = 3
Similarly,
5 1 2
Byl > ||Bp|| = ||Bz|| = =|p]|l—= = =.
1Byl > 1Bpl ~ B2l > 2ol — ¢ = >

So far we have only considered a single set of indices T' and shown that failure probability is at most
|P|-e=©0") = exp(O(kInn) — ©(m)). We analyze the total failure probability by a union bound over
all choices of T. The number of sets T of size k is (}}) < n* = exp(kInn). So the probability that (4)
fails to hold for any point in any of our e-nets is at most

<Z> |P|- €% = exp(O(klogn) — ©(m)),

which is less than 1/n if m = cklnn for a sufficiently large constant c.

3 Appendix: Proof of Theorem 3

Let h = 2* — x. Our goal is to bound ||h||2. To start off, let us order the coordinates such that

o |z1|,...,|zk| are all at least |zgiq],. .., |Tnl.

Now define the sets of indices
o = {1,...,k}
Ty = {k+1,...,26k}
T, = {26k-+1,...,51k},

so |Ty| = k and |T;| = 25k for i > 1. Also, define
Tor =ToUTh TOZUTi TTnZUTz'-
i>1 i>2

We will use the notation xg to denote the restriction of z to the coordinates in S. For example 7, is
the vector (z1,...,zx). Finally, define

¢ = laglh/VE = Eni(z)/Vk,

since the smallest Ly error of any k-sparse approximation is obtained letting =’ be the k-sparse vector
that contains z’s largest k coordinates (in absolute value).

The proof involves three claims.



Claim 5 |lhzlli < |hpll +O(Vke).

Claim 6 [[hg—|s < ||z [l2 + O(e).
Claim 7 ||hz, |2 < O(e).

These claims easily imply Theorem 3, which states that ||h|ls = O(Errf(z)/vk). We have

Ihllz < oz llz + lhggrllz < 2+ [lhayll2 + O(e) < O(e) = O(Exr(x)/VE),

by Claims 6 and 7.

PROOF:(of Claim 5) The main facts we need are that the Li-norm satisfies the triangle inequality and
it is additive on any partition of the coordinates, i.e., |z||1 = [|zg|1 + ||zg||1 for any set of indices S.
Since z* is an optimal solution to (1), we have

lzlli > (="
= |z —hlx
= |lzn, — hrllr + llzgg — hlh

ez llx =zl = ezl + g,

Y

by the triangle inequality. Rearranging, we get
Il < Nzl = llenll + el + 1wl = 2llagg il + bz [,
which proves the claim. O

PROOF:(of Claim 6) By our ordering of the coordinates, the jth coordinate of hz has absolute value
|(hgy)s| < lhglla/g. So

Ihell3 = Y (h)?

j=25k+1
n
< D (hg)i/dt
j=25k+1
n
< gl DD 1/
j=25k+1
< lhgglli/k,

where we have bounded the sum by fz?k j72dj < 1/k. Thus
Ihgyrlle < Ihglh/VE < [[hrll/VE+O(e) < [|hy [l + O(e).

Here the second inequality is by Claim 5 and the third is because ||z||; < VE||z|)2 for any k-dimensional
vector xz. U

PROOF:(of Claim 7) Our optimization problem ensures that Az = Az*, so Ah = 0. So,

1 4
0 = |Ahllz > [|[Ahzy,llz = > A2 > thTmH2—§ZHhTiH2, (5)
i>2 i>2
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where the first inequality is by the triangle inequality, and the second is by the RIP property.

Next we derive an upper bound on ) .-, ||Ahr,||2. By our ordering of the coordinates, every coordinate
in hr,, is smaller (in absolute value) than the minimum coordinate in h7;. This means it is also smaller
than the average coordinate, which is [|hz,[l1/25k. So ||hr;,,||3 < 25k - (||h;]l1/25k)?, which implies
that

b, llz < lIbgyll/5VE V5> 2.
Summing over all 7,

> bz 2 > bz ll1/5VE

i>2 =1
Ihgll1 /5VE
1hzy 11/5vE + O(e)
171y [|2/5 4+ O(e)
171y, ll2/5 4+ O(e).
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Here the second inequality is by Claim 5. Combining this with (5), we get

12 4
Ihzlle < = (Ihgllz/5+0(€)) = Zllhzyllz +O(),

which implies the claim. O
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