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Abstract

We describe one of the successful products
of a research partnership among several aca-
demic institutions (CMU, Oxford and UBC)
and a water monitoring company (Aquatic
Informatics). Water monitoring sensors are
very diverse and remotely distributed. They
produce vast quantities of data. The data
itself is nonlinear and nonstationary. In addi-
tion, unanticipated environmental conditions
and limitations in the sensing and communica-
tions hardware cause the data to be corrupted
by previously uncharacterized nonlinearities,
missing observations, spikes and multiple dis-
continuities. To improve the quality of the
data and the monitoring process, this paper
introduces an approach that uses Gaussian
processes and a general “fault bucket” to cap-
ture a priori uncharacterized faults, along
with an approximate method for marginaliz-
ing the potential faultiness of all observations.
This gives rise to an efficient, flexible algo-
rithm for the detection and automatic cor-
rection of faults. The probabilistic nature of
the method is ideal for reporting uncertainty
estimates to human operators. The approach
can also be applied to detect patterns, other
than faults, which are of great environmental
significance. We present a fish sustainabil-
ity example, where specific patterns in water
level need to be detected so that fish don’t
get trapped and die in shallow pools.

Appearing in the ICML 2011 Workshop on Machine Learn-
ing for Global Challenges, Bellevue, WA, USA, 2011. Copy-
right 2011 by the author(s)/owner(s).

1. Introduction

Water sustainability is one of the greatest challenges
that humankind faces. It is also a problem to which the
machine-learning community can make positive, signif-
icant contributions. Water sustainability begins with
proper water monitoring, which requires the analysis
and interpretation of vast amounts of environmental
data (Wagner & Us Geological Survey, 2006). We refer
readers to the website of Aquatic Informatics® for a
broad picture of water monitoring.

In this paper, we attack the problem of pattern detec-
tion, correction, and prediction in water monitoring
signals. Here measurements are often corrupted in
non-trivial ways by various intermittent faulty sensing
and communication mechanisms, giving rise to out-
liers, telemetry spikes, missing data, drift, and multiple
unanticipated exogenous disturbances (see Figure 1).
Further, signals are not well-modelled by simple para-
metric approaches, such as linear or Markovian models.
Despite the enormous importance of such monitoring,
appropriate machine-learning techniques are yet to be
deployed for this purpose. In particular, there is a clear
need for flexible algorithms, able to cope with signals
and faults of many different types without placing a
significant model-building burden upon users. Such
algorithms must also be able to run reliably in real-time
on incoming data. These techniques will enable us to
provide operators with high-level summaries for bet-
ter decision support and, in the future, to increase the
level of automation and efficiency in water-management
systems.

The collection of literature on fault- (also known as
novelty-, anomaly- and one-class-) detection is vast
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Figure 1. 16 months worth of data from six representative signals in water quality monitoring, which corresponds to
approximately 11000 measurements per series. These signals are highly nonlinear, demonstrating periodicity at different
scales, intermittent pulses, and changes in dynamics. Not only do these signals exhibit a wide range of dynamics, but
different signals of the same measurement type can also differ drastically if they are taken in different regions. The figure
also depicts typical problems with the data, including missing observations, outliers and discontinuities.

(Isermann, 2005; Ding, 2008; Markou & Singh, 2003;
Chandola et al., 2009; Khan & Madden, 2010; Dereszyn-
ski & Dietterich, 2011). Unfortunately, the problems
solved by most of these techniques are of very different
character to our own, rendering such techniques inappli-
cable. Further, after much experimentation with those
methods that are applicable (some of the results appear
in our experiments section) it became clear that off-the-
shelf techniques could not satisfy our requirements for
reliable water monitoring. This was predominately due
to excessively restrictive assumptions (e.g., that signals
were linear, Markov or Gaussian), and/or a failure to
produce reasonable uncertainty estimates. Green-tech
areas, including environmental monitoring and energy-
demand prediction, are still far from full automation;
the provision of uncertainty estimates is necessary to
allow human operators to make appropriate decisions.
For this reason, we focus on developing probabilistic
nonlinear models of the signal. In addition to provid-
ing posterior probabilities of observation faultiness, we
are able to perform effective prediction for the latent
process even in the presence of faults.

Our proposed method will rely on Gaussian processes
(aps) due to their flexibility and widely demonstrated
effectiveness at modeling nonlinear distributions. GPs
have been used previously for fault detection in (Ecio-
laza et al., 2007), but in a very different context, un-
suitable for our problem. Previous work along similar
lines has approached this problem by creating obser-
vation models that specify the anticipated potential
fault types a priori (Garnett et al., 2010), but this is
usually an unreasonable assumption in highly variable

or poorly understood environments. In our proposed
“fault bucket” approach, we do not require the specifica-
tion of precise fault models. In this way, our model can
simultaneously identify anomalies and robustly make
predictions in the presence of sensor faults. The result
is a fast and efficient method for data-stream predic-
tion that can manage a wide range of faults without
requiring significant domain-specific knowledge.

2. Fault Bucket

Gaussian processes provide a simple, flexible frame-
work for performing Bayesian inference about latent
functions (Rasmussen & Williams, 2006). In environ-
mental monitoring, exact measurements of the latent
function are typically not available. Let z(z) represent
the value of an observation of the signal at « and y(x)
represent the value of the unknown true latent signal
at that point. When the observation mechanism is not
expected to experience faults, the usual noise model
used is

(1)

which represents additive i.i.d. Gaussian observation
noise with variance o2. Note that this model is inap-
propriate when sensors can experience faults, which
complicate the relationship between z and y.

p(z|y.z,00) £ N(zy,00),

Rather than specifying explicit parameters for every
possible fault type, we propose a single catch-all “fault
bucket” that can identify and treat appropriately mea-
surements that are suspected of being faulty. The basic
idea is to model faulty observations as being generated
from a Gaussian distribution with a very wide variance;



Environmental Monitoring and Water Sustainability

points that are more likely under this model than under
the normal predictive model of the Gaussian process
can reasonably be assumed to be corrupted in some
way, assuming we have a good understanding of the
latent process. It is hoped that a very broad class of
faults can be captured in this way. To formalize this
idea, we choose an observation noise distribution to re-
place that in (1) that models the noise as independent
but not identically distributed with separate variances
o2 and 0’]2‘- for the non-fault and fault cases.

Of course, a priori, we do not know whether any given
observation will be faulty. Unfortunately, managing
our uncertainty about the “faultiness” of all available
observations is a challenging task. With IV observations
available, there are 2V possible assignments of fault-
iness. It quickly becomes computationally infeasible
to marginalize over all these possible values. Instead,
we approximate our marginal predictions, a sum of
Gaussians weighted by the posterior probabilities of
faultiness of old data, as a single moment-matched
Gaussian. In order to effect this approximation, we
adopt a sequential approach, applicable for ordered
data such as time series. For time series, the value
to be predicted y, typically lies in the future; we can
hence assume that the faultiness of old observations is
less pertinent than that of newer observations. At any
point in time, then, we approximately resolve our sum
over faultiness by representing each observation as hav-
ing a known variance lying between between 2 and a)%.
The more likely an observation’s faultiness, the closer
its assigned variance will be to the (large) fault variance
and the less relevant it will become for inference about
the latent process. This approximate observation is
then used for future predictions; we need never consider
the full sum over all observations. Nonetheless, this ap-
proximate marginalization over faultiness is preferable
to heuristics that would designate all observations as
either faulty or not; our method acknowledges the un-
certainty that may exist in our belief about faultiness.

The further mathematical details of our approximations
are not reproduced here for brevity.

3. Results

Figure 2 shows the performance of the fault-bucket
algorithm on the two real datasets. The first dataset
contains a fault type called “painting,” which is an error
that occurs when ice builds on a sensor obscuring some
of the readings. It is characterized by frequent sensor
spikes interlaced with the original, and still accurate,
signal. Our second dataset, which we dub “fishkiller”,
comes from a sensor near a dam on a river in British
Columbia, Canada. It contains an otherwise normal

water level-reading that is occasionally interrupted by a
short period of rapid oscillation. This occurs when dam
operators open and close the floodgates too quickly,
leading to rapid water level drops followed by salmon
becoming stranded and suffocating. Detecting these
events is critical to proper regulation of dams. It is
however a difficult problem as often these events occur
during other transitions.

Figure 2 shows that, in both cases, the fault-bucket
algorithm is able to detect these markedly different
types of pattern. It is also capable of making accurate
predictions.

Figure 3 shows the results of the fault-bucket algorithm
on two additional sustained faults that were created ar-
tificially from real data, allowing the predictions made
by the algorithm throughout the fault period to be
compared with the now-known (but unobserved by the
algorithm) ground truth. The fault-bucket algorithm
again performs well, despite the very different nature
of the faults.

We also tested against a number of different methods in
order to establish the efficacy of the fault bucket algo-
rithm. All Gp-based approaches used the same hyperpa-
rameters employed by our algorithm. The training set
used to learn those hyperparameters was also supplied
to other methods for their respective model learning
phases. Several methods identify a new observation y
as a fault if

ly—m(y | y)| > 307, (2)

where m(y | y) is the method’s a priori prediction
for y, and or is the noise standard deviation on the
faultless training set. Of course, methods using (2)
or similar can not provide the posterior probability of
a point’s faultiness, as our algorithm can. Methods
tested include:

XGP: A @P in which we exhaustively search over the
faultiness of the last 10 points, and approximate the
noise variance of all previous points in the window
as having the value J?p(fault | y) + o2p(=fault | y),
fixed at the time the point was observed (when data
D was available). Clearly, this method is very much
more computationally expensive than the fault bucket
algorithm (roughly 2° times more), but offers a useful
way to quantify the influence of our approximations.

TGP: A GP in which a point was flagged as a fault
using (2); if faulty, a point was treated as having noise
variance o7.

MLH: The most likely heteroscedastic Gp (Kersting
et al., 2007). Note that for this method we perform
retrospective prediction (so that all data is available
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Figure 2. Mean and +30 standard-deviation bounds for the predictions of the fault-bucket algorithm on (top), the painting
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Figure 3. Mean and +30¢ standard-deviation bounds for the predictions of the fault-bucket algorithm on (top), a synthetic
unobserved true values are marked in grey circles.

bias fault and (bottom), a synthetic change-in-dynamics fault. Detected faults are marked in black crosses, and the
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Table 1. Quantitative comparison of different algorithms on datasets with two simulated faults. For each dataset, we show
the mean squared error (MSE), the log likelihood of the true data (logp(y | x)), and the true-positive and false-positive
rates of detection for faulty points (TPR and FPR), respectively, with all methods permitted a ‘burn-in’ period of 50 points.
The best value for each set of results is highlighted in bold.

Bias dataset “Flash-flood” dataset

Method MSE  logp(y |x)  TPR FPR MSE logp(y | x) TPR FPR
FB 0.024 334 0.997 0.031 0.069 —5.77x10® 0.829 0.016
XGP 0.037 439 0.982 0.022 0.042 -1.52x10% 0.805 0.012
TGP 0.033 278 0.997 0.031 0.075 —8.29x10° 0.829 0.083
MLH  0.940 —5.43x107 0.065 0.031 2369 —2.27x 10" 0.045 0.262
EKF 0.060 —1.26x 10* 0.551 0.258 0.613 —1.81 x 10* 0.169 0.768

to make predictions about even the first predictant),
as the method is intended to be used. Clearly this
allows the method a predictive advantage relative to
sequential methods, and the multiple passes over the
data effected by MLH cannot be readily applied to the
sequential problem without requiring a great deal of
expensive computation.

EKF: An autoregressive neural net trained with the
extended Kalman filter to capture nonstationarity (de
Freitas et al., 2000a;b). Again, (2) was used to identify
and discard faulty data.

Table 1 displays quantitative measures of performance
for the various algorithms on datasets with two sim-
ulated faults. We used simulated faults provided by
Aquatic Informatics in order to have access to ground-
truth. The two faults are common in water monitoring.
The results in the table indicate that, in addition to
superior predictive performance, our detection rates for
the faulty points are generally excellent. The results re-
veal that our algorithm is competitive with exhaustive
search. Our naive approach to faults may, of course,
suffer relative to better-informed models, but its prob-
abilistic estimates provide a human operator with an
indication as to whether more sophisticated analysis is
necessary.

4. Conclusion

We have briefly presented an overview of some of the
data challenges arising in water monitoring and sustain-
ability. We demonstrated a novel algorithm, the “fault
bucket,” for managing time-series data corrupted by
faults unknown ahead of time. The algorithm can also
be used to detect other types of pattern, e.g. “fishkiller’
events, and produces probabilistic predictions. This
not only results in an increase in automation, but
also in sensible uncertainty summaries to assist hu-
man operators. On the machine learning front, our

i

chief contribution is a sequential method for marginal-
izing the faultiness of observations in a GP framework,
allowing for fast, effective prediction in the presence
of unknown faults and the simultaneous detection of
faulty observations.
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