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6.1 Background

Consider some probability measure ν and some event E whose complement E
has null-measure, i.e. ν(E) = 0. Then for some statement that holds for all
w ∈ E we say that the statement holds almost surely. In other words, for
some probability triple (Ω,F, P ) an event E ∈ Ω occurs a.s. (almost surely) if
P (E) = 1. We can now define the following limits:

1. Weak or in probability convergence holds if

lim
n→∞

P
(
‖Xn −X‖ > ε

)
= 0 ∀ε

and we write this as

Xn
P→ X or plim

n→∞
Xn = X.

2. Strong or almost sure convergence (also known as convergence with prob-
ability 1 ) holds if

P
(

lim
n→∞

Xn = X
)

= 1

and we write this as Xn
a.s.−→ X. Using the definition of an almost sure

event above we can expand this as

P
(
{ω ∈ Ω| lim

n→∞
Xn(ω) = X(ω)}

)
= 1

i.e. every ω for which this does not occur will have null-measure. If the
measurable space in question is the Borel σ-algebra this will include even
uncountable sets such as the Cantor set.

3. Finally, sure convergence holds if

lim
n→∞

Xn(ω) = X(ω) ∀ω,

i.e. if Xn and X assign the same measure to every event in the limit.

Given these definitions we can write the following theorem:
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Theorem 6.1 (Measure continuity). Given an infinite sequence of sets {Ai}
where each set is a subset of the following set, i.e. Ai ⊂ Ai+1, the following limit
holds:

P
(

lim
n→∞

An

)
= lim

n→∞
P (An).

Corollary 6.2. A consequence of this theorem is that the probability of unions
of these sets is also given by the limit P (∪∞i=1Ai) = limn→∞ P (An).

Proof: We first note that each set can be written as a union of disjoint sets

An = A1 ∪ (A2 −A1) ∪ (A3 −A2) ∪ · · · ∪ (An −An−1).

Also we can trivially see by induction that each Ai for i < n is a subset of An

and as a result
∞⋃

i=1

Ai = lim
n→∞

n⋃
i=1

Ai = lim
n→∞

An.

Finally we can see that the probability of these unions is

P (∪∞i=1Ai) = lim
n→∞

[
P (A1) +

∞∑
i=2

P (Aj −Aj−1)

]
= lim

n→∞
P (An).

�

6.2 The limit inferior and superior

Given a sequence {Xn} we will define the limit inferior and limit superior re-
spectively as

liminf
n→∞

Xn = sup
n≥0

inf
m≥n

Xm = lim
n→∞

inf
m≥n

Xm and

limsup
n→∞

Xn = inf
n≥0

sup
m≥n

Xm = lim
n→∞

sup
m≥n

Xm.

An example of this behavior is shown in Figure 6.1 for a sequence of real num-
bers.

The infimum and supremum are also well-defined for sets, and thus the
liminf and limsup exist where {Xn} is a sequence of sets. Here liminf Xn and
limsupXn are sets. Intuitively, for some element a

• a ∈ liminf Xn if and only if there exists some integer n0 such that a ∈ Xn

for all n > n0. This means that the liminf consists of all elements that are
in Xn for all but finitely many n.

• a ∈ limsupXn if and only if for all n0 there exists n > n0 such that
a ∈ Xn. This means that the limsup consists of all elements that are in
Xn for infinitely many n. We say that these elements occur infinitely often
(or i.o.).
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Figure 6.1. A depiction of the liminf and limsup of some sequence of real numbers {Xn}. This
figure is taken from Wikipedia, http://commons.wikimedia.org/wiki/Image:LimSup.svg.

Example. Consider a sequence of sets {Xn} corresponding to

{0}, {1}, {0}, {1}, . . .

The liminf and limsup of this sequence of sets is given by

limsupXn = {0, 1} and
liminf Xn = ∅.

The definitions given before weren’t entirely precise, in that we never intro-
duced the exact definition of the infimum and supremum of a sequence of sets.
We will do so now and then use this to give an alternative definition of the
liminf and limsup. For some sequence of sets {Xn} the infimum and supremum
can be directly related to countable unions and intersections, i.e.

inf
m≥n
{Xm} =

∞⋂
m=n

Xm and sup
m≥n
{Xm} =

∞⋃
m=n

Xm.

Since the infimum are defined in terms of these intersections we can define a
sequence of infimum In = infm≥nXm and it is easy to see that In ⊂ In+1 for
all n. We can then write the liminf as

liminf Xn = lim
n→∞

∞⋂
m=n

Xm =
∞⋃

n=1

∞⋂
m=n

Im.

Similarly we can see that a sequence of supremum Sn = supm ≥ nXm are
disjoint and as a result write the limsup as

limsupXn = lim
n→∞

∞⋃
m=n

Xm =
∞⋂

n=1

∞⋃
m=n

Sm.
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