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Abstract

We consider a cognitive network where a cognitive user aiterto access the
channel if not occupied by primary users. The problem is fdated as a multi-
armed bandit (MAB) problem. After reviewing several exigtiMAB algorithms,
we propose a new MAB algorithm. The simulation results destraite the advan-
tage of the proposed scheme compared to other listing gigasiwhen applied to
a cognitive spectrum access problem.

1 Introduction

Recently, the overwhelming increase of wireless servioelsdgvices results in overcrowded wire-
less networks and the lack of spectrum resources. The pnodtieulated the generation of a new
paradigm of wireless communication, referred as cognitm@munications [1]. The basic idea
of this communication technique is to take advantage of edigrtions of licensed spectrum re-
sources. In a cognitive network, users are classified intogry users and secondary users. Primary
users always gains the permission to transmit, while seagndsers, also known as cognitive users,
first senses the channel and transmits its information itctiennel is not occupied. Extensive at-
tention has been paid to develop efficient schemes for theittegusers to access the spectrum. In
this paper, we propose to cast the media access problemwitivegisers into the frame of a multi-
armed bandit (MAB) problem. Each channel is considered dstamachine with certain expected
reward while the cognitive user is considered as a gambdsind on several slot machines.

The MAB has been well investigated in the context of machézering. The UCB algorithm pro-
posed in [2] is proven to be optimal if the reward distribuatis stationary. On the other hand,
with non-stationary reward distributions, Whittle’s indg3] is proven to be asymptotically opti-
mal. However, these algorithms assume infinite time, tloeee€ause problem when applied into
the spectrum access problem of cognitive users. Moredvelyéry nature of a wireless channel
is that it is normally time varying, which also should be tezhcarefully when applying exiting
MAB algorithms into cognitive communication. In this papes introduce and evaluate several
existing MAB algorithms, and also proposed a new algoritiwvhgh is a combination of existing
schemes. However, the new algorithms take account of betfirttie-time and time varying nature
of a wireless channel.

The remainder of the paper is organized as follows: In se@jave describe the network model and
formulate the spectrum access problem of cognitive comaatioin as a MAB problem. Section 3

introduces several existing MAB algorithms as well as theppsed algorithm. Simulation results
are provided in section 4, followed by the concluding rersanksection 5.
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Figure 1: Channel model.

2 Network Model

Fig. 1 shows the network model of interest in this pp&onsider a network consisting of total
channelsN' = {1,..., N}. The primary users have the priority to access all the cHanmile

a cognitive user tries to use these channels when they am@coopied by the primary users. The
channels are accessed in a time-slotted fashion: tefer to the channel index,refer to the time
slot index and: denote the cognitive user index. Assume that at each tinhecklannet is free with
probabilityp; and letp = (p1,...,pn~). Letb;(j) be a random variable that equals 1 if chaninisl
available at time slof and equals 0 otherwise. For the wireless channel, we assbinelavarying
model, i.e., the value gb is static for a block ofl” time slots. Normally, the cognitive user assumed
to be unaware of a priori.

In the network model, the cognitive user seeks to exploitftee channels by sensing a channel
at the beginning of each time slot. In particular, at time glothe cognitive user selects channel
5(j) € N to access. If the sensing result shows that chasfjglis free, i.e.,by;)(j) = 0 then
the cognitive user can send one unit of information over ¢hannel; otherwise the cognitive user
have to wait until the next time slot and choose again a cHaomecess. The problem is that which
channel the cognitive user should choose to sense at eaglslim Therefore, we can compute the
total number of units of information that the cognitive useable to send over one block as

W= st(j)(j). ey

and the problem can be generalized as characterizinggiratihat maximize

T
E{W}=E<S > by (i) p - )

Jj=1

Intuitively, we can observe that the essence of the probseantiade-off between exploitation and
exploration. By exploitation, it refers to that the cogwétuser performs myopic action by selecting
the channel with th highest probability of being free acaogdo all the observations. On the other
hand, by exploration, it means in order to learn the true e/afipd, the cognitive user will try
to choose to different channel to access at different tirntssIThe above observation allows us
to interpret the problem in a bayesian approach and to furéfermulate the problem as a MAB
problem.

We use a network model and notations similar to [4].
2|t is assumed there is a true valuegin the real world.



2.1 Problem Formulation

We can use the following typical MAB example to illustrater guoblem properly: A gambler is
sequentially choose one &f machines to play. If he wins, there will be one unit of rewarteith
machine has winning probability;, which is unknown to the gambler. But he has observations of
the outcomes of past plays. The goal is to maximize the dvexahrd after a total of T plays.

Denote a medium access strategy of the cognitive user isérategy of how to choose channels, by
T". Therefore[ is a function of the previoug — 1 observations:

(I)(.]) = {5(1)7173(1)(1)’ .- 75(.] - 1)abs(j—1)(j - 1)} yJ =2 (3)

Note thats(j) is the channel chosen by adopting strat€gt timej, i.e.,s(j) = T'(®(j)).

The payoff function is the expected units of informations dognitive user is able to transmit
through a block

T T N
WF—E{st(j)(j)} :ZZMPY{F ) =i}. (4)

and the regret function is

T T N
P X = LY PIE) = i ©)

wherep* = max{p1,...,pn}.
With the MAB problem well formulated, we now are ready to ped to learning algorithms.

3 Learning Algorithms

3.1 Upper Confidence Bound

In [5], Agrawal defines a family of policies based on the malueaf the reward. These policies
are referred as the Upper Confidence Bound (UCB) algorithithe.main idea of UCB is to add a
bias factor to the mean value of the reward. The algorithrhggtects each channel once. Then, at
time slotj, UCB chooses channe(;) such that

— e
s(J) = arg <%u>+ w@))’ ©)

wherey; (j) is the number of times channghas been chosen to access till tihe- 1, z;(j) =

>-7_, vi(t), vi(t) is the number of time slots for which the cognitive user hased channel i to be
free till timet — 1, ando is a design parameter chosen to be 2 in [5].

3.2 Upper Confidence Bound Tuned (UCBT)

The UCBT algorithm was first proposed by Aueral. in [6]. The main characteristic of the
UCBT is the use of empirical variance in the bias sequencas;Tthe exploration is reduced for the
channels with small reward variance. The UCBT algorithmases channel; (j) such that

, , (2i(4) — (2(j))*)ologj | clogj
S; =argmax | z;(j) + - + - ; 7
() gieN < () \/ vi(J) yi(J) )
wherez;(j) = éjg andc is also a design parameter free to adjust.



3.3 Discounted UCB (DUCB)

The discounted UCB [7] adds a discount factor to the oridif@BT algorithm. The average reward
are weighted as

Ja 722 %T_tzi(t) N = —t
Zz‘(])—tlﬁT’”i(J)—;%T Liny=it> (8)

where0 < v; < 1 is the discount factor for channél The factory; represents how fast channel
i changes. The discounted UCB is especially suitable forlegsechannels because of the time
varying nature of wireless environment. The algorithm gssiless weight for old data and more
weight for fresh data.

3.4 Sliding Window UCB (SWUCB)

Another practical algorithm the sliding window UCB [8]. Tlifference between SWUCB and
DUCB is that SWUCB only uses a window of lendgthnd only consider the average reward within
this window. The window length decreases as the dynamic@mvient changes faster.

3.5 Combined UCBT and DUCB

In this section, we proposed a novel UCB which combines th8U@nd the DUCB algorithms.
The combined algorithm adopts the Equatioh (8) as averagardefunction and uses the selection
criteria of DUCB. Therefore, the selection criteria of tr@wnalgorithm is expressed as

(i) = aromax | 2:(i (2:(5) — (2i(4)?)ologj = clogy
Sz(]) = gieN < z(])+\/ yz(]) + yl(])> , (9)

wherez;(7) is given in Equation((8).

The combined algorithm enjoys the benefits of both UCBT andCBUtherefore it considers the
effect of the empirical variance, as well as the time varyiature of wireless channels.

4 Simulation Results

In this section, we provide the simulation results for al tAB algorithms introduced in this
paper as well as the proposed new algorithm. The test sceimatiides 20 channels with time
block lengthT = 100 and 2000 blocks in total. The wireless channels are gerkeateording to
the IEEE standard 802.11. The simulation results includwveyage regret, variance of regret and
the percentage of time choosing the optimal channel ar¢eglan Figure 2, 3, and 4. It can be
observed that, although UCB exhibits the highest averageteand regret variance, it performs
best in terms of the percentage of time choosing the optiteaticel. UCBT performs best in terms
of regret variance and SWUCB exhibits the best averageteghe performance of the proposed
algorithm lies in between that of UCBT and SWUCB. Howevergais better optimal channel chosen
percentage than those two algorithms.

5 Concluding Remarks

In this paper, we propose to make use of the MAB problem madfermulate the spectrum access
problem in cognitive radio in the context of wireless comication. Several existing algorithms for
solving the MAB problem are introduced. We also proposedvahedgorithm, the combined UCBT
and SWUCB algorithm to address the problem. Performandesgtalgorithms are evaluated under
wireless channels generated by the IEEE 802.11 standardimod

Several aspects worth further investigation as potentialr& work. First, although the simulation
results demonstrates its advantage of the proposed scitémpecessary to derive the theoretical
bounds on regrets in order to evaluate exactly how good tense is. Moreover, multiple cognitive
users can be included in the network model. Finally, the vearkbe extended by adding the actual
behavior model of the primary users to generate the prabadistribution of channels being free.
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Figure 2: Average regret.
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Figure 3: Variance of regret.
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