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Linear Predictive Models

Outline

Linear regression and prediction are simple supervised learning tasks. 
But, 

• Many real processes can be approximated with linear models.

• Linear regression often appears as a module of larger systems.• Linear regression often appears as a module of larger systems.

• Linear problems can be solved analytically.

• Linear prediction provides an introduction to many of the core 
concepts of machine learning, while still allowing for analytical 
tractability.



Prostate cancer example

� Goal: Predict a prostate-specific antigen (log of lpsa) from a 
number of clinical measures in men who are about to receive a 
radical prostatectomy. 

�The inputsare: 
• Log cancer volume (lcavol)
• Log prostate weight (lweight) 
• Age 
• Log of the amount of benign prostatic hyperplasia (lbph)
• Seminal vesicle invasion (svi) - binary
• Log of capsular penetration (lcp)
• Gleason score (gleason) – ordered categorical
• Percent of Gleason scores 4 or 5 (pgg45)

[Hastie, Tibshirani & Friedman book]



Linear regression in 1D

Linear prediction



Linear prediction

Multiple outputs



Linear classification with indicators

As discussed in Ch 4 of [Hastie, Tibshirani & Friedman book], this approach is easy, but not recommended. 
To describe better approaches, we will have to introduce notions of probability and optimization. 

Optimization approach



Optimization approach

Optimization approach



Geometric approach

Probability approach: Univariate Gaussian distribution



Multivariate Gaussian distribution

Energy (“distance”) and probability



Maximum likelihood

Maximum likelihood



Maximum likelihood

Maximum likelihood



Maximum likelihood

Probabilistic graphical models (DAGs, Bayesian networks)



Linear regression DAG

Making predictions



Why the MLE: Hallucination!

Why the MLE (frequentist view)



Regularization

Proof



Ridge regression as constrained optimization

Ridge as constrained optimization

[Hastie, Tibshirani & Friedman book]



Ridge, feature selection, shrinkage and weight decay

The Lasso: least absolute selection and shrinkage operator



Spectral view of ridge regression



Regularization and noise filtering

Minimax and cross-validation



Least Angle Regression

[Hastie, Tibshirani & Friedman book]

Fitting the residuals



The Lasso & LAR

[Hastie, Tibshirani & Friedman book]

The Lasso as LAR intuition

[Hastie, Tibshirani & Friedman book]



Lasso using optimization

Subdifferentials

[Wikipedia]



Lasso using optimization

[Kevin Murphy’s book]

Coordinate descent for lasso

[Kevin Murphy’s book]


