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Outline

We introduce the Singular Value Decomposition (SVD). This is a
matrix factorization that has many applications, including:

* Information retrieval,

* Least-squares problems,
* Image processing,

» Dimensionality reductio




A video can be treated as a matrix that can berdposed
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[Candes et al, 2009]

Eigenvalue decompositi

Let A be an m X m matrix of reals; that is A € R™>*™. If we place the
eigenvalues of A into a diagonal matrix A and gather the eigenvectors
into a matrix Q. then the eigenvalue decomposition of A is given hy

A=QAQ
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SVD decomposition

A E R‘T?EX‘R

A =UXV!

3 € R™*" is diagonal with positive entries (singular values in the diagonal).
U € R™*™ has orthonormal columns.
V € R"*" has orthonormal columns and rows.

That is, V is an orthogonal matrix, so V-! = V7.

SVD

The equations relating the right singular values {v,} and
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SVD properties
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2. All diagonal elements of 32 are non-negative and in non-
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where p = min (m, n)
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n terms of eigenvalues

(positive) square roots of the nonzero eigenvalues of AT A
or AAT (these matrices have the same nonzero eigenval-

ues).
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Image compression example in pythot

fromscipy inport *
frompyl ab i nport *

ing = imead("clown. png")[:,:,0]
gray()

figure(l)

i nshow(i ng)

mn = i ng. shape
UsW = svd(ing)
S=resize(S[m1])*eye(mn)

k =20

figure(2)
i nshow(dot (U:,:k],dot (§21:k, 1: K], M[1:k,:]))) =
show()




The truncated SVD
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Smaller eigenvectors capture high frequency variations
(small brush-strokes).




Image compression example

The code:

* loads a clown image into a 200 by 320 array A,

« displays the image in one figure,

 performs a singular value decomposition on A,

« displays the image obtained from a rank-20 SVD approximation
of A in another figure.
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// The original storage requirements for A are:
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The compressed representation requires:
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Text retrieval.
Latent semantic indexing (LSI)

The SVD can be used to cluster documents and carry out
information retrieval by using concepts as opposed to exact
word-matching.

This enables us to surmount the problems of synonymy (car,
auto) and polysemy (money bank, river bal

/ ‘The data is available in a term-frequency (TF) matrix:\
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Truncated SVD for LSI
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In English, A is projected to a lower-dimensional space

spanned by the & singular vectors Uy, (eigenvectors of AA").




Part I: Building the search englne
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Part II: Querying the search engine
To carry out retrieval, a query q € R" is first projected

to the low-dimensional space:
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Part II: Querying the search engine

, P
7/ I
> A ( 1

4, Ve |E

3 - ot (AN
\ 3 TR, J,V

TF-IDF

The term frequency of word w in document d is equal to the total number of
times w appears in d, divided by the total number of words in d.

The inverse document frequency of word w is based on the logarithm of the
inverse frequency of the word in the corpus. If the number of documents in the
corpus is D and the number of documents the word appears in is D,,, then

D

idfw = log 5D
w

and for w and d, we can compute

tfidfw,d. = tfwﬁdidfw




