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Boosting and Random Forests

Ensemble methods
Ensemble methods (boosting, random forests) are powerful 
algorithm design paradigms. They

� enable us to combine many weak learners to produce a strong 
learner.

� can be applied to nonlinear regression, density estimation, � can be applied to nonlinear regression, density estimation, 
classification and are brilliant tools for feature selection.

� are easy understand, implement and optimize.

The boosting slides used in this lecture use material from Peter 
Bühlmann and Bin Yu (2009). Boosting. Wiley Interdisciplinary 
Reviews: Computational Statistics. I strongly recommend the book of 
Friedman, Hastie and Tibshirani for this section of the course.



Problem setup

Expected and Empirical Loss



From weak learners to strong ones: 
functional gradient descent



L2 boosting
# Assume the input data is X and Y
NX, NA = X.shape # NA is the number of features and NX the number of data cases.
F = zeros(Y.shape, dtype=float32)
feats = []
betas = []
for _ in xrange(100):

U = Y-F # compute residuals
minerr = 0
minind = -1
for a in xrange(NA):for a in xrange(NA):

for b in arange(-1, 1, .2):
err = sum((U-b*X[:,a])**2)
if err < minerr or minind < 0:  # print '\t', err

minerr = err
minind = a
minbeta = b

feats.append(minind)
betas.append(minbeta)

F = F + minbeta * X[:,minind]



Adaboost



BoosTexter for text classification

In news categorization, a possible term is Bill Clinton. A corresponding 
weak learner is: If the term Bill Clinton appears in the document predict 
that the document belongs to Newswith high confidence.

[Schapire and Singer, 2000]

Boosting for object detection

[Viola and Jones, 2001]



Trees for classification and regression

[From the book of Hastie, Friedman and Tibshirani]

Regression Trees

[From the book of Hastie, Friedman and Tibshirani]



Classification Trees

[From the book of Hastie, Friedman and Tibshirani]

Random Forests

[From the book of Hastie, Friedman and Tibshirani]



Random Forests and the Kinect

[Jamie Shotton et al 2011]

Random Forests and the Kinect
Lesson 1: Use computer graphics to generate plenty of data.

[Jamie Shotton et al 2011]

Lesson 2: Use simple depth features within random forests algorithm.



Random Forests and the Kinect

[Iason Oikonomidis et al 2011]


