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Abstract

An online job listing web site has extensive data that is primarily unstructured text
descriptions of the posted jobs. Many listings provide a salary, but as many as half
do not. For those listings that do not provide a salary, it is useful to predict a salary
based on the description of that job. We tested a variety of regression methods,
including maximum-likelihood regression, lasso regression, artificial neural net-
works and random forests. We optimized the parameters of each of these methods,
validated the performance of each model using cross validation and compared the
performance of these methods on a withheld test data set.

1 Background

The data set is composed of 244,768 classified advertisements for jobs in the United Kingdom from
the classified advertisement search web site, Adzuna. Each advertisement gives the title of the job, a
plain text description of the job, the location, contract type (full-time or part-time), contract duration
(permanent or contract), the name of the company, a category (such as customer service) and the
annual salary. The majority of the data is found in the unstructured text description of the job. The
challenge is to predict the salary of a job from its text description and other structured data. This
data set and problem were obtained from a machine learning competition hosted by Kaggle [1]], a
web site dedicated to hosting machine learning competitions.

2 Methods

2.1 Data model

The data is composed of a job title and description, which is unstructured plain text, as well as
additional structured data, the location, contract type and duration, company and category. The
structured data were treated as categorical variables. The unstructured text features were modelled
using a binary feature bag-of-words model.

The feature hashing trick [2] was used to limit the memory requirements to a fixed size. For each
word in the description, the hash value of that word is calculated using MurmurHash3 [3]] and the
corresponding bit of the boolean feature vector is set to one. The size of the feature vector is thus
fixed and does not depend on the variety of words present in the description. Some hash collisions
are expected, but should be relatively rare with a sufficiently large feature vector. We used a feature
vector of size 224 bits, or 16 Mb.

We used a log-transform of the output variable, the salary. Without this transform, for a linear model
each word of the description would contribute a fixed amount to the salary, such as £5,000 for the
word “manager”, or —£10,000 for the word “intern”. This model does not make intuitive sense and
could even result in predicting negative salaries. The effect of the log transform is that each word
of the description instead contributes a multiplicative factor to the salary. For example, the word



“manager” may cause the salary to be multiplied by 1.25, whereas the word “intern” may cause the
salary to be multiplied by 0.50.

2.2 Comparison of regression methods

We trained and tested a variety of regression methods, maximum-likelihood regression, lasso re-
gression, artificial neural networks, dropout neural networks and random forests. We used cross
validation to optimize the parameters of the models. We then compared the performance of each
optimized model by comparing the mean absolute error of each model’s predictions on a withheld
data set, which was not used for training the models. The software package Vowpal Wabbit 7.2.0
[4] was used for all of these regression methods except the random forest, for which we used the
scikit-learn 0.13.1 RandomForestRegressor [3]].

2.3 Maximum-likelihood regression

We used maximum-likelihood regression to predict salaries. We used a squared-error loss function
and employed online stochastic gradient descent to minimize the cost function, J(8) of equation

J(O)=(y—X6)"(y— X0) (1

2.4 Lasso regression

Since we have a very large number of features, namely the complete vocabulary of words used in the
job descriptions, we used lasso regression to select informative features. We used a squared-error
loss function with an L' regularizer and employed online stochastic gradient descent to minimize
the cost function, J(8) of equation The optimal value for the regularization parameter, A\, was
found using cross validation.

J(0) = (y — X0)"(y — X0) + \[|0]x 2

The learned feature weights of some common professions are shown in a word cloud [6] in Figure[]
where the size of the word is proportional to its weight.
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Figure 1: A word cloud showing the weights of common professions

2.5 Neural network regression

To test non-linear regression, we trained an artificial neural network with one hidden layer, a sig-
moidal hidden-layer activation function and a linear output function. As with the previous regres-
sors, we used a squared-error loss function, an L! regularizer and employed online stochastic gra-
dient descent to minimize the cost function, J(@). The variable o; of equation is the vector of

weights of the ' hidden-layer neuron, and 3 is the weights of the output neuron.



J(@,B)=(y—9)"W—9)+A>_lajll+ Bl 3)
J

Ui = u; - B
u;; = tanh(X; - o)

We alternated between optimizing the number of neurons and the regularization parameter, A, us-
ing cross validation, until it converged. We note that this method may have converged on a local
minimum, and it is possible that a better global minimum may exist.

2.6 Dropout neural network regression

We also trained a dropout neural network [8], which randomly omits each neuron with probability
one half at each step of the stochastic gradient descent optimization. Randomly omitting neurons
prevents overfitting the model by preventing neurons from co-adapting. The optimization of the
number of neurons and regularization parameter was conducted as for the canonical neural network.

2.7 Random forest regression

We used random forest regression [9]] to predict salaries. We used the scikit-learn [S]] implementa-
tion, RandomForestRegressor, which does not support sparse feature vectors. For this reason, it was
necessary to use a subset of features. We selected words from the lasso model that had the strongest
weights. Additional informative words were selected by separating the jobs into five quantiles by
salary and selecting words that gave the largest information gain (formula [) [10], which is to say,
those words that performed best at predicting the salary quintile of a job.
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The depth of each tree was unlimited and stopped when only two elements remained in each leaf

node. Each tree was trained on all the data, but on a random subset of features. The number of
features used in each tree is the square root of the number of available features.

3 Results

3.1 Comparison of regression methods

We optimized the hyperparameters of each model using cross validation, where 70% of the data
was used to train the model, and 15% of the data was withheld from training and used to validate
the performance of the trained model. A final 15% of the data was used to test the generalized
performance of the optimized models. The mean absolute error of each model is shown in Table

Table 1: Mean absolute error (MAE) of various regression methods

Method Training (£) Validation (£) Test (£)
Maximum likelihood 3404 7195 6376
Lasso 4124 6391 5945
Neural network 3912 6284 5868
Dropout NN 3947 6312 5876
Random forest N/AT N/AT 5000

TThe random forest was run by my co-author, and the training and validation errors were not recorded.



3.2 Lasso regression

The L' regularization parameter \ of the lasso regressor was optimized using cross validation, the
result of which is shown in Figure 2l The optimal value was found to be A = 1.4 - 10~7. Of the
199,614 distinct words seen in the job descriptions, 88,087 had non-zero weights.
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Figure 2: Optimizing ), the L' regularization parameter of the lasso regressor

3.3 Neural network regression

The optimal number of neurons in the hidden layer of the artificial neural network was found using
cross validation, the result of which is shown in Figure[3] The optimal number of neurons was found
to be two. That the optimal number of neurons is so small is a surprising result. Also unexpected is
that the training error increases with an increasing number of neurons. We would expect the training
to continue to decrease with an increasing number of neurons, as the increasing complexity of the
model becomes overfit to the training data.

@)

1 . —
5 7000

(0]

@ 6000 -
2

@ 5000 -
Qo

(0]

& 4000 - Training error ~ © =
% Validation error ©

T T T T
2 4 6 8

Number of hidden-layer neurons

Figure 3: Optimizing the number of hidden-layer neurons of the neural network (A = 1.2 - 10~7)

The L' regularization parameter ) of the artificial neural network was optimized using cross valida-
tion, the result of which is shown in Figure@ The optimal value was found to be A = 1.2- 1077,

3.4 Dropout neural network regression

We similarly optimized the number of neurons of a dropout neural network and the L' regularization
parameter A using cross validation and found the optimal number of neurons to be 26, as shown in
Figure [} and the optimal L regularization parameter to be A = 1.4 - 107,
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Figure 4: Optimizing ), the L! regularization parameter of the neural network with 2 hidden-layer
neurons
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Figure 5: Optimizing the number of hidden-layer neurons of the dropout neural network (A =
1.4-1079)

Randomly omitting neurons while training effectively randomly trains 2" different models, where
n is the number of neurons. This ensemble of neural networks acts as a form of regularization, and
so it is not surprising to see that the optimal value of the L' regularization parameter ) is 100-fold
smaller for the dropout neural network than the canonical neural network.

3.5 Random forest regression

To optimize the random forest, we tried limiting the depth of the tree and increasing the number
of trees and found that fewer trees with unlimited depth performed better. Our final random forest
regressor was composed of 50 trees. The number of trees was limited by available computing power,
and using more trees should improve performance.

We used 1,000 features and varied the split between the number of features selected by the largest
absolute lasso weights and by the largest information gain in distinguishing the salary quintiles.
We found that a split of 800 features selected by lasso and 200 features selected by information
gain performed best. We also tested 2,000 features and found, somewhat unexpectedly, that 1,000
features performed better. Since each tree is trained on a random subset of features, it becomes
important that each feature be informative.



4 Conclusions

The random forest outperformed the neural network, which outperformed the dropout neural net-
work, which outperformed the lasso regression, which outperformed the maximum-likelihood re-
gression. The only surprise here is that the dropout neural network did not perform better than the
canonical artificial neural network. A dropout neural network is able to use more neurons than a
canonical neural network while still avoiding overfitting, and because it is effectively an ensemble
method, it should reduce error due to variance, just as a random forest does.

We are able to predict the salary of a job using a textual description of that job to within a mean
absolute error of £5,000. A human tasked with the same problem would not, we expect, perform
any better at predicting salaries. We find these results quite satisfactory. That being said, there is
almost certainly room for improvement.

The bag-of-words model used is the simplest possible feature space. Other natural language pro-
cessing techniques could help, such as removing stop words and using longer strings of words as
features such as bigrams and trigrams. Another appealing option would be to use simple syntatic
analysis to extract noun phrases such as “heavy machinery technician” from the description.

An additional machine learning technique to consider would be k-nearest-neighbours adapted for
regression, where the prediction is a weighted average of the salaries of the & most similar job
descriptions, and closer neighbours are weighted more heavily than distant neighbours.

We expect that the data would have underlying structure. For example, a number of job postings may
be summarized as “A senior programming job in London”, and we expect these jobs to have similar
salaries. It would be valuable to explore machine learning techniques that attempt to capitalize on
this underlying structure, such as a deep-learning neural network, or latent Dirichlet allocation [11],
which assumes that the distribution of words for each job depends on a latent category of that job,
such as “service industry”, and attempts to learn those categories from the data.
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