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Entropy and maximum likelihood



Outline of the lecture

This lecture introduces to our first strategy for learning: Maximum 
Likelihood. The goal is for you to learn:  

� Definition of the maximum likelihood learning strategy.
� How to apply maximum likelihood to Bernoulli r.v.s.
� Understand the concepts of information and entropy.� Understand the concepts of information and entropy.
� Derive the connection between maximum likelihood and 
differential entropy.
� Understand maximum likelihood as a contrasting principle (the 
world vs. the the hallucinations of the mind).



Frequentist learning 

Frequentist learning assumes that there exists a true model, say with 
parameters θθθθοοοο . 

The estimate (learned value) will be denoted θθθθ. 

Given n data, x1:n = {x1, x2,…, xn }, we choose the value of θθθθ that has 
more probability of generating the data. That is,

^

more probability of generating the data. That is,

θ θ θ θ ==== arg max   p( x1:n |θ θ θ θ )
θθθθ

^



Frequentist learning 

Example: Suppose we observe the data, x1:n = {1, 1, 1, 1, 1, 1}, where 
each xi comes from the same Bernoulli distribution (i.e. it is independent 
and identically distributed (iid)). What is a good guess of θθθθ? 



Maximum Likelihood procedure

Step 1: Given n data, x1:n = {x1, x2,…, xn }, write down the expression 
for the joint distribution of the data:

p( x1:n |θ θ θ θ ) =

Step 2: Compute the log-likelihood.

Step 3: Differentiate and equate to zero to find the estimate of θ θ θ θ . 



Bernoulli MLE

Step 1: Write down the specific distribution for each datum (Bernoulli in 
our case):

p( xi |θ θ θ θ ) =

p( x1:n |θ θ θ θ ) =

Step 2: Compute the log-likelihood.



Bernoulli MLE

Step 3: Differentiate and equate to zero to find the estimate of θ θ θ θ :



Entropy

In information theory, entropy H is a measure of the uncertainty 
associated with a random variable. It is defined as: 

H(X) = - p(x) log p(x)

Example: For a Bernoulli variable X, the entropy is:
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Example: For a Bernoulli variable X, the entropy is:



MLE - advanced
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Next lecture

In the next lecture, we introduce Bayesian learning.


