CPNC3HO

Probability

Nando de Freitas
September, 2012
University of British Columbia




Outline of the lecture

This lecture is intended at revising probabilistic concepts thatgolay
Important role in the design of machine learning and data mining
algorithms. It is expected that you will learn and master the followinc

three topics:

1. Frequentisand axiomatic definition of probabili
2. Conditioning.
3. Marginalization.



Probabillity as frequency

Consider the following questions:

1. What is the probability that when | flip a coin it is “heads”?
'/7_
2. Why?
frenoney

3. What is the probability that the Lion’s gate bridge will
collapse before the term is over?
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Message: Thefrequentiswiew is very useful, but it seems that we alscdoseain
knowledgdo come up with probabilities. Moreover, it seehr probability can be
subjectivegdifferent people have different probabilities fbe same event).



Probability as measure

Imagine we are throwing darts at a wall of size ardl that all darts are guaranteed to
fall within this 1x1 wall. What is the probabilitihat a dart will hit the shaded area?

Y A -
o,\ I L /| |
% 7
, & -
/ 4o Vs
/ // I :
, 4~
‘ [ .
9,0 /, 1,
) ¥ re»‘ baxe ¢
Prob < b ob YT Ploh.e
Y boxec

Message: Probability is ameasureof certainty of areventtaking place. i.e. in the
example above we were measuring the chances iofhitie shaded area.



Probabillity

Probability is the formal study of the laws of chance. Probability
allows us tananage uncertainty.

Thesample space is the set of albutcomes. For example, for a die we

have 6 outcomes:
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Probability allows us to measure maayents. The events are subsets
of the sample space. For example, for a die we may consider the

following events: g, :El)q,g OJ) = i(, ) gi
%W&kC(T(’lﬂmVﬂuf < 25’/45

We assign probabilities to these events: ‘
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The axioms

The following two laws are the key axioms of probability:

¢ ull eoent S
L. P0)=0<pA) <1=PQ)

-

2. For disjoint sets A,,, n > 1, we have

P (Z 4) _ i;pw
Q= AUR UMA,
S =
P (#0808, qu\ s )

e
—

We can visualize all these
sets withvenn Diagrams



Or and And operations

Given two events, A and B, that are not disjoint, we have:

P(AorB)=P(A) + P(B) - P(A and B)
Lt ersechion,




Conditional probability

Assuming (given that) B has been observed (i.e. there is no uncertaint
about B), the following tells us the probability that A will take place:

P(Agiven B) = P(Aand B) / P(B)
That is, in the frequentist interpretation, we calculate the ratio of the

number of times both A and B occurred and divide it by the number of
times B occurre

For short we write?(A|B) = P(AB)/P(B); or P(AB)=P(A|B)P(B),
where P(A|B) is theonditional probability, P(AB) is theoint, and
P(B) is themarginal.

If we have more events, we use the chain rule:

P(ABC) = P(A|BC) P(B|C) P(C)



Conditional probability

Can we write the joint probability?(AB), in more than one way In
terms of conditional and marginal probabilities?

(b)) = ?(B\@ P(p)
Cop) = P (B1a) P(a)



Independence

We know that:
P(AB) = P(A|B)P(B)

But what happens A& does notlepend onB? That is, the value @&
does not affect the chancesfofaking place. How does the above
expression simplify?

P88 = P(8)P(8)

How does the expression below simplify?

pascp) = (M) P[ ?)W(Q ?(9>



Conditional probability example

Assume we have a dark box with 3 red balls and 1 blue ball. That Is,

we have theet {r,r,%b}. What is the probability of drawing 2 red balls
In the first 2 tries?
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Marginalization
. B8, Spargind

Let the sets By.,, be ('(iﬁjﬂi]_lt and | J._, B; = 0. Then

P(A) = IZ;P(A_q__B,): PO )+ DD +.. » ?(MB,,)
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Proof sketch: Weygedt
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Conditional probability example

What is the probability that the'@oall drawn from theset {r,r,r,b}
will be red?

Using marginalizationP(B, =r) = P(%z:(\ B): V) t P(%sz )%‘;LB
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Atrix notation

‘L
Assume thaX can b u@ We use the math notatin{0,1}.

Let P(X,=0) = % andP(X,;=1)= ¥4. Assume too th&t(X,=1|X,=0) = 1/3,
P(X,=1|X;=1) = 0. Then,P(X,=0|X,=0) = 2/3 , P(X,=0|X,;=1) = 1

We can obtain an expression fé(X,) easily using matrix notation:
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Matrix notationc zs[\g ;]:tv «)

We have:
T= v\ + 2«5
2 P(X,) P(X,|Xy) = P(X,) L= \x0 + 2x2
X.€f°:'3
For short, we write this using vectors angtachasti c matrix:
leT 2 \x2 - —_— ' .
Me=T, = TO=) MOGE)
Imagine we kept on multiplying IG. -
T, T T T, T T oot = AR T
T 6=, M, 6=T, o G e MGl = TG =T,

Claim: For a very large number k, after k iterations, the valuerof
stabilizes. { W =TT | then T6 =T

That is,t Is aneigenvector of G with eigenvalue 1.



Google’s website search algorithm

The previous observation is key to understand how GoaglgsRank
algorithm works.
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