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Outline of the lecture

This lecture introduces the Dirichlet and categorical distributions, as 
well as the Naïve Bayes classifier. The goal is for you to:

� Learn categorical distributions.
� Derive the Dirichlet posterior from the Dirichlet prior and 
categorical likelihood.categorical likelihood.
� Understand how a classifier for text is set up.
� Understand the Naïve Bayes classifier for text classification.



Revision: Beta-Bernoulli
Suppose Xi ∼ Ber(θ), so Xi ∈ {0, 1}. We know that the likelihood has
the form

p(D|θ) = θN1(1− θ)N0

where we have N1 =
∑

N

i=1
I(xi = 1) heads and N0 =

∑
N

i=1
I(xi = 0) tails.

The beta prior has pdf:The beta prior has pdf:

Beta(θ|α1, α2) =
1

B(α1, α2)
θα1−1(1− θ)α2−1



Revision: Beta-Bernoulli

If we multiply the Bernoulli likelihood by the beta prior we get

p(θ|D) ∝ p(D|θ)p(θ)

∝ [θN1(1− θ)N2 ][θα1−1(1− θ)α2−1]

= θN1+α1−1(1− θ)N2+α2−1

∝ Beta(θ|N1 + α1, N2 + α2)∝ |

We see that the posterior has the same functional form (beta) as the prior
(beta), since it is conjugate.



Categorical distribution
The multivariate version of the Bernoulli distribution is the Categorical 
distribution (an instance of the multinomial distribution). 

We are given n data points, x1:n = {x1, x2,…, xn }. Each point xi  indicates 
one of K values. For example if  ,then the possible vectors are (100), 
(010) and (001). 

The likelihood of the data is then:

p( xi |θ θ θ θ ) = Cat (xi |θ θ θ θ ) =

p( x1:n |θ θ θ θ ) =



Dirichlet distribution
The conjugate prior is the Dirichlet distribution which is the natural
generalization of the beta distribution to multiple dimensions.

The pdf is defined as follows:

Dir(θ|α) :=
1

B(α)

K∏

k=1

θ
αk−1

k

∏

defined on the probability simplex, i.e., the set of vectors such that
0 ≤ θk ≤ 1 and

∑
K

k=1
θk = 1.

In addition, B(α1, . . . , αK) is the natural generalization of the beta func-
tion to K variables:

B(α) :=

∏
K

i=1
Γ(αi)

Γ(α0)

where α0 :=
∑

K

k=1
αk.



Dirichlet-categorical model



Text classification example
y is used to indicate C
classes. E.g., the 
classes could be 
positive, negativeand 
neutral. That is, C=3.

The input x in this 
example is a vector of d example is a vector of d 
zeros with ones 
indicating which words 
occur in the tweet. 



Naïve Bayes classifier

We are interested in the posterior distribution of y given the model 
parameters θθθθ and π π π π and the inputs (features) x:  

P(yi |xi ,θθθθ,,,,π π π π ) = p(yi |π π π π ) p(xi |yi ,θ θ θ θ ) / p(xi |θθθθ,,,,π π π π )



Naïve Bayes classifier
Assume the features are conditionally independent given the class label. 
That is,



Naïve Bayes classifier with binary features x

P(y | x , θθθθ, , , , π π π π ) αααα p(y |π π π π ) p(x | y , θ θ θ θ )



MLE for Naïve Bayes classifier with binary features x

P(y | x , θθθθ, , , , π π π π ) αααα p(y |π π π π ) p(x | y , θ θ θ θ )



Predicting the class of new data



Naïve Bayes classifier with binary features



Log-sum-exp trick



NBC prediction with log-sum-exp trick



MLE
P(y | x , θθθθ, , , , π π π π ) αααα p(y |π π π π ) p(x | y , θ θ θ θ )



MLE for ππππ



MLE for ππππ



MLE for θθθθ



Bayesian analysis
Likelihood:

Prior:Prior:



Bayesian analysis



Next lecture

In the next lecture, we learn about another very popular classifier: 
logistic regression. This classifier will be a building block for neural 
networks.


