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Principal Component Analysis (PCA)



Outline of the lecture
This lecture explains one of the most widely used techniques for 
dimensionality reduction: Principal Component Analysis (PCA) . You 
will learn:

� How PCA dimensionality reduction with the SVD
� To Apply PCA for visualization tasks
� That PCA is a linear method that minimizes reconstruction � That PCA is a linear method that minimizes reconstruction 
error. That is: the SVD emerges as the optimal solution to an 
obvious optimization problem, namely what you imagine should 
look like what you see!





PCA derivation: 2D to 1D



How PCA works:



PCA for 2D visualization



PCA in python



Standardize the data first!
It is a good idea to standardize the data before doing PCA so that all 
entries of matrix X have similar magnitude. We do it as follows:



Advanced: PCA as orthogonal reconstruction

Suppose we are given the n by d data matrix X and that we want to 
find a linear reconstruction of this matrix in terms of a set of neural 
responses z and synaptic weights w. We can do this by minimizing the 
following quadratic difference: 

If we solve the above optimization problem, the answer is:

W = VT

Z = U ΣΣΣΣ
That is, the SVD gives the optimal linear reconstruction.

Subject to the constraint that W is orthogonal.



Hidden units, coefficients, features

Image patch x with d pixels



The weights found with 
sparse coding and PCA



Next lecture

In the next lecture we begin our introduction to supervised learning.


