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Outline of the lecture

This lecture introduces the singular value decomposition (SVD). The
SVD is a matrix factorization that has many applications. The goal of
the lecture is for you to learn:

1 The definition of the SVD

1 How to compute the SVD for a small ma
4 Low-rank approximation

 Application to lossy image compression



SVD decomposition
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R™*™ is diagonal with positive entries (singular

U € R™*" has orthonormal columns.
V € R"*" has orthonormal columns and rows.
That is, V is an orthogonal matrix, so V=1 = V71,
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Equivalent ways of writing the SVD
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Equivalent ways of writing the SVD




Computing the SVD
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Computing the SVD

Example: Compute the SVD of the following matrix.
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S,75, 567 © The truncated SVD -5, v=3
We can compress data by using truncation of the elgen-components.
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Smaller eigenvectors capture high frequency variations
(small brush-strokes).



Image compression example in pythot

fromscipy inport *
frompylab i nport *

ing = immead("clown. png")[:,:,0]
gray() &—
figure(l)

i nshow(i ng) &—

mn = i ny. shape &
USM = svd(ing) &
S =resize(S[m1])*eye(mn)<

k=20 < __
figure(2)
| nshow(dot (U :, L:k],dot (§ 1.k, 1: k] ,M[1:k,:]))) =



Image compression savings

The code: " N

* l[oads a clown image into a 200 by 320 array A,

* displays the image in one figure,

 performs a singular value decomposition on A,

o displays the image obtained from a rank-20 SVD approximation
of A in another figure.

The original storage requirements for A are:
00320 = 64000 Numbers

The compressed representation requi(@§2a)

20x200 + 20 + 20x320 = 210 vunbes



Next lecture

In the next lecture, we introduce PCA. PCA uses the SVD to project
data to low dimensions. The projections are useful to:

1 Eliminate redundant details

1 Visualize data in 2



