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Outline
Probabilistic graphical models (also known as Bayesian networks)
combine probability theory and graph theory to represent large 
domains of random variables. 

We will tackle two tasks: inference and learning. 

In inference, we assume we have the conditional probability tables 
and focus on estimating the probability of a group of variables given 
the other variables. We will derive the celebrated HMM filter as part 
of this.

In learning, we compute the conditional probability tables from data.
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Directed probabilistic graphs
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Conditional independence
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Efficient inference in DAGs
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Efficient inference in DAGs
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Efficient inference in DAGs
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Junction tree algorithm
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Hidden Markov Models (HMMs)
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Hidden Markov Models (HMMs)
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Hidden Markov Models (HMMs)
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Hidden Markov Models (HMMs)

CPSC 340 18

MRFs
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Continuous graphical models
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Parameter learning in DAGs
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Parameter learning in DAGs
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Parameter learning in DAGs
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Likelihood-based model selection
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Cross-validation for model selection
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Bayesian model choice


