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Outline
In the absence of labels y, there are many useful patterns and 
structures that we can still find in the data. For example, we might be 
interested in:

• Novelty detection (e.g. detecting new strands of HIV).

• Data association (e.g. machine translation, multi-target tracking, 
object recognition from annotated images).

• Clustering (grouping similar items together).

In this lecture, we will introduce two of the most popular algorithms 
in machine learning and data mining: K-means and EM.
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Clustering
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K-means
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K-means algorithm
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K-means algorithm (continued)
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Hard Vs Soft assignments
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Clustering

Input
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K=3 is the number of clusters, here chosen by hand
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Probabilistic approach
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Probabilistic approach in 2D
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Probabilistic approach in 1D
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Probabilistic approach
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The EM algorithm
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The EM algorithm
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The EM algorithm



CPSC 340 18
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Translation and data association

“sun   sea   sky”

“sun sea sky”
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