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Outline

Linear regression is a supervised learning task. It is of great interest 
because:

• Many real processes can be approximated with linear models.

• Linear regression appears as part of larger problems.

• It can be solved analytically.

• It illustrates many of the approaches to machine learning.
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Least squares
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Learning and prediction with least squares
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Least squares
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Least squares with multiple outputs
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Optimization approach
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Optimization approach
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Optimization approach
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Geometric approach
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Probability approach: Univariate Gaussian distribution
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Multivariate Gaussian distribution
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Multivariate Gaussian distribution
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Maximum likelihood approach
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Maximum likelihood
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Maximum likelihood
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Maximum likelihood
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Maximum likelihood


