
CPSC-340: Machine Learning and Data Mining 72

Lecture 7 - Nonlinear Regression

OBJECTIVE: Linear learning algorithms can be re-written

in terms of dot products of the data vectors. We will show

that nonlinear algorithms can be re-written in terms of dot

products of functions (features) of data vectors. Moreover,

these dot products can be interpreted as kernels on the data,

so we never need to know the features explicitely. This will

enable us to apply all the things we learned with linear meth-

ods and yet be able to solve nonlinear problems.

The main idea is to introduce nonlinear functions φ ∈ F
that map the data points xi ∈ R

d to features φ(xi). In this

space of features, it is easy to apply linear methods!
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�

The question is how do we come up with the features φ

to ensure that we are mapping x to a linear space?
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Ridge in Terms of Dot Products

As mentioned earlier, the ridge method is a regularised ver-

sion of least squares

min
θ∈Rd

‖y − Xθ‖2
2 + δ2‖θ‖2

2

where the input matrix X ∈ R
n×d and the output vector

y ∈ R
n. That is, 



x1

x2

...

xn




where xi ∈ R
d. The solution is obtained by differentiating

the above cost function and equating to zero, yielding:

θ = (XTX + δ2Id)
−1XTy

CPSC-340: Machine Learning and Data Mining 75

The ridge solution can be written as θ = XTα =
∑n

i=1 αix
T
i ,

where α = δ−2(y − Xθ), with α ∈ R
n.

�
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Next, we show that α can also be written as follows: α =

(XXT + δ2In)−1y.

�
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Assume we are given a new data point x� ∈ R
1×d, for

which we don’t know its label. Using the estimates of θ

and α we can write 2 different expressions that enable us to

compute ŷ in terms of x�, δ, X and y only.

�
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Although our new estimate requires that we invert a large

n×n matrix, it can be interpreted in terms of dot products

of the data points.

Let K be a kernel matrix with entries k(xi,xj) = xix
T
j .

Then, we can re-write the ridge solution as follows:

�
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Going Nonlinear

Let’s assume we want to fit 2-D data with a quadratic func-

tion:

�
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It makes sense then to map the i-th input data point xi =

(xi1, xi2) to the space of quadratic features, say

φ(xi) = (x2
i1, x

2
i2,

√
2xi1xi2)

�

The prediction is then:

ŷi = x2
i1θ0 + x2

i2θ1 +
√

2xi1xi2θ2

This equation is linear in θ. However, you should note that

in general we would need an exponential, O(dp), number of

terms for high-order polynomials. Next, we will use kernels

to surmount this curse of dimensionality and avoid the

problem of having to come up with good features φ.
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The ridge solution in feature space can be written as

θ = ΦTα =

n∑
i=1

αiφ(xi)
T ,

where

α = (ΦΦT + δ2In)−1y

and

Φ =




φ(x1)

φ(x2)

...

φ(xn)




All we have done is replace X with Φ. However, we usually

don’t know how to construct Φ. Fortunately, we saw before

that X never appears alone in the solution, but only as a

dot product. In the linear case, we were able to replace the

dot product by a kernel. We will use the same kernel trick

again.
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Let us consider the dot product of the features in the previous

quadratic regression example:

�

φ(xi)φ(xj)
T =

Hence, we could adopt the kernel:

k(xi,xj) =
(
xix

T
j

)2

and write the nonlinear solution as follows:

α = (K + δ2In)−1y

ŷ(x�) =

n∑
i=1

αik(x�,xi)
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Under some mild conditions, the Reproducing Ker-

nel Hilbert Space Theorem states that we can replace

dot products of features with kernels. This means that we

only need to specify the kernel function when carrying out

nonlinear regression. The most popular kernels are the fol-

lowing:

• Polynomial

k(xi,xj) = (xix
T
j + b)p

• Gaussian

k(xi, xj) = e−
1
2σ (xi−xj)(xi−xj)

T

• Sigmoid (logistic, neural network)

k(xi, xj) = tanh(αxix
T
j − β)


