Stat 406 Spring 2007: Homework 3

Out Wed 24 Jan, back Wed 31 Jan

1 Bivariate Gaussians
Let X ~ N (u, ¥) whereX € R* and
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wherep is the correlation coefficient. Show that the pdf is given by
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2 Uncorrelated does not imply independent unlespintly Gaussian

Let X ~ N(0,1) andY = WX, wherep(IW = —1) = p(W = 1) = 0.5. Itis clear thatX andY are not
independent, sinc¥ is a function ofX.

1. ShowY ~ A(0,1). ThusX andY are both Gaussian. Hint: To show the mean is zero, use thénfect and
W are independent. To show the varianec is 1, use the rulerafégvariance

Var (Y) = E Var (Y|W) + Var [E (Y|W)] (3)

2. Show CoyX,Y) = 0. ThusX andY are uncorrelated but dependent, even though they are @augsint:
use the definition of covariance

Cov(X,Y)=E (XY)—E (X)E (Y) 4)

and the rule of iterated expectation
E [XY]=F [E (XY |W)] (5)

3 Likelihood ratio for Gaussians

Consider a binary classifier where the class conditionasities are MVNp(z|y = j) = N (z|u;,X;). By Bayes
rule, we have
ply = 1|z) plzly=1) ply=1)

= log log (6)
p(y = 0lx) p(zly =0) p(y=0)
In other words, the log posterior ratio is the log likeliha@dio plus the log prior ratio. For each of the 4 cases in the
table below, derive an expression for the log likelihoodbratg pely=1) simplifying as much as possible.

log

p(z[y=0)
Form of}; Cov Num parameters
Arbitrary %, Kd(d+1)/2
Shared Y, =X d(d+1)/2
Shared, axis-aligned X; = Y with ¥;; = 0fori #j d
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Figure 1: First 10 words in the vocabulary used for the NB exercise.

4  Maximum likelihood estimation of multinomials

SupposeX € {1,2} andY € {1, 2, 3}. Define the joint distributiolP(X = 5,Y = k) = 0, 5. Consider the training
dataD below, where row represents; andy;:

NNEF RPN RPX
WNEFE WN PR

Find the maximum likelihood estimates

n

éjk = argmaXHp(l'i,in) @)

i=1
Hint: just build the joint2 x 3 table of counts and normalize so all numbers sum to one.

5 Naive Bayes classifier for document classification (Matlgb

[Be sure to download Data.zip, Code.zip and CodeEx.zip galddthese folders to your matlab path.]

Consider the problem of classifying email messages postedline discussion boards into one of two classes, one
for users of X Windows (class 1) and another for users of msigito/indows (class 2). (This is analogousaimail
spam filtering.) There are 900 documents from each class; we divided th&mtriaining and text sets of equal
size. To save space (and time), we ran word detection on tbengents, and the data available to you consist of
binary feature vectors for each document. Upon loa@iaga/ docdat a. mat the Matlab environment will contain
variablesxt rai n, xt est, ytrai n, ytest.

The identity of the 600 words is stored in the file 'Data/woixtsyou can load it into matlab by saying

vocab = textread(’' NB words.txt’',’9%’");
vocab is a cell array, swocab{t} isthet'th word. You can print out the first 10 words using

for t=1:10
fprintf(2,’9%d %0s\n', t, vocab{t});
end

which produces the list in Figure 1.

1. Implement the following function



function theta = NBtrain(XY)
% Posterior nean estinmate of Naive Bayes paraneters

% | nput :

% X(i,j) =1 if word j appears in docunent i, otherw se X(i,j)=0
% Y(i) = class | abel of doc i (assunmed to be 1 or 2)

% CQut put :

%theta(j,c) = probability of word j appearing in class ¢

which computes the following posterior mean estimate
~ Njc +1
.= 8
e = N. 12 (8)

whereNN;. counts the number of times woydappears in class N, is the total number of documents in class
¢, and we have assumed a Beta(1,1) prior. Turn in your code.

. Implement a function to classify each document, assumniifgprm class priorp(Y = 1) = p(Y = 2) = 0.5.

function y = NBappl y(X, theta)

% X(i,j) =1 if word j appears in document i, otherw se X(i,j)=0
%theta(j,c) = prob of word j in class ¢

% y(i) = nost probable class for X(i,:)

Herey(i) = argmax, p(Y = y|X (7,:)) is the most probable class label for documerincep(Y” = y|%)
p(Z]Y = y) is a small number, you will need to use logs to avoid underfidf@u don’t necessarily need the
logsumexp trick, because it suffices to compute the logihikeld p(Z|y) rather than the normalized posterior
p(y|¥), but you will need to use logs somehow!) Turn in your code.

. UseNBt r ai n on the data ixt rai n, yt rai n. Compute the misclassification rates (i.e., the number of
documents that you mis-classified) on the training set (liygdsBappl y onxtrai n, yt rai n) and on the
test set (by usin§Bappl y onxt est, yt est ). Sanity check: You should get test error®i1867

. The provided function (in CodeEXNBcv computes thé-fold cross-validation error. (This calls your functions
NBt r ai n andNBappl y.) K = 1 means no cross-validation, that is error is simply compuotethe whole
training set. Use this to compute the 10-fold error rate @ntthining set. How does this compare to the (non
cross validated) training and test error?

. Plot (as histograms) the class-conditional densjties = 1|y = ¢, 6.) for classes = 1,2 and wordsj = 1 :
600. You should get the same result as Figure 2.

. What are the 5 most likely words in each class?

. Itis clear that the most probable words are not very disiciative. One way to measure how much information
aword (feature)X; € {0, 1} conveys about the class laliéle {1,2} is by computing thenutual information
betweenX; andY’, denoted/ (X;,Y"), and defined as

1 2
. (Xj=2,Y=¢)
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If we assume equal class priofgY = 1) = p(Y = 2) = 0.5, then
9'0
p(X; = 1Y =) =p(X;|V = y)p(Y = ¢) = =~ (10)

Use the provided function (jn CodeEMBM to compute the 5 words with the highest mutual informatiotwi
the class label. (Use th#s estimated orxt r ai n, yt rai n.) List the words along with the corresponding
values ofM . (As a sanity check, the first word should be “windows” withNhof 0.2150.)
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Figure 2: Class conditional densitiegz; = 1|c) for two document classes. The big spike at index 107 correfpto the
word “subject”, which occurs in both classes with probapili.



