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ABSTRACT

In recent years several speech recognition systems that use visual
together with audio information showed significant increase in per-
formance over the standard speech recognition systems. The use
of visual features is justified by both the bimodality of the speech
generation and by the need of features that are invariant to acous-
tic noise perturbation. The audio-visual speech recognition sys-
tem presented in this paper introduces a novel audio-visual fusion
technique that uses a coupled hidden Markov model (HMM). The
statistical properties of the coupled-HMM allow us to model the
state asynchrony of the audio and visual observations sequences
while still preserving their natural correlation over time. The ex-
perimental results show that the coupled HMM outperforms the
multistream HMM in audio visual speech recognition.

1. INTRODUCTION

The variety of applications of automatic speech recognition (ASR)
systems, for human computer interfaces, telephony, or robotics
has driven the research of a large scientific community over last
decades. The success of currently available ASR systems is how-
ever restricted to relatively controlled environments and well de-
fined applications such as dictation or small to medium vocabu-
lary voice-based control commands (hand free dialing, etc). Of-
ten, robust ASR systems require special positioning of the micro-
phone with respect to the speaker resulting in a rather unnatural
human-machine interface. Together with the investigation of sev-
eral acoustic noise reduction techniques, in recent years the study
of visual features has emerged as an attractive solution to speech
recognition under less constrained environments. The use of vi-
sual features in audio-visual speech recognition (AVSR) is moti-
vated by the bimodality of the speech formation and the ability
of humans to better distinguish spoken sounds when both audio
and video are available [10]. In addition, the visual information
provides the system with complementary features that can not be
corrupted by the acoustic noise of the environment. Although the
use of visual features for a robust speech recognition system ap-
pears natural, there are several questions to be answered such as
what is a robust set of visual features, what is the best means of
audio and visual feature integration, and what represents the best
model for audio-visual data. In this paper, we will describe an
AVSR system that uses a coupled HMM (CHMM) for the audio
visual integration and compare our approach with the multistream
HMM [12].

2. RELATED WORK

Several of the current AVSR systems were evaluated and results
were presented in [11]. Since the acoustic features used in speech
recognition are now well understood [13], the main issues remain
the choice of the visual features and the choice of the fusion model
for the audio and visual data.

The visual features are often derived from the shape of the
mouth [9] [4], [2]. Although very popular, these methods rely
exclusively on the accurate detection of the lip contours which is
often a challenging task under varying illumination conditions or
rotations of the face. An alternative approach is to obtain visual
features from the transformed gray scale intensity image of the lip
region. Several intensity or appearance modeling techniques were
described for principal component analysis [2], linear discrimi-
nant analysis, two-dimensional DCT and maximum likelihood lin-
ear transform [11]. Methods that combine shape and appearance
modeling were presented in [7] and [11].

The audio and visual fusion techniques investigated in previ-
ous work include feature fusion, model fusion, or decision fusion.
In feature fusion, the combined audio-visual feature vectors are
obtained by the concatenation of the audio and visual features,
followed by a dimensionality reduction transform [11]. The re-
sulting observation sequences are then modeled using one HMM
[13]. A model fusion system based on multistream HMM was
proposed in [12]. The multi stream HMM assumes that audio and
video sequences are state synchronous but allows the audio and
video components to have different contribution to the overall ob-
servation likelihood. However, it is well known that the acoustic
features of speech are delayed from the visual features of speech,
and assuming state synchronous models can be inaccurate. Dupont
and Luettin [7] proposed an audio visual model that uses a product
HMM. The audio visual product HMM can be seen as an extension
of the multi-stream HMM that allows for audio-video state asyn-
chrony. Decision fusion systems model independently the audio
and video sequences using two HMMs, and combine the likeli-
hood of each observation sequence based on the reliability of each
modality ( [11]).

3. THE VISUAL FEATURE EXTRACTION

The extraction of the visual features starts with the detection of the
speaker’s face in the video sequence. The face detector used in our
system is described in [5]. The lower half of the detected face
(Figure 1a) is a natural choice for the initial estimate of the mouth
region.

Next, linear discriminant analysis (LDA) is used to assign the
pixels in the mouth region to the lip and face classes (Figure 1b).



LDA transforms the pixel values from the RGB chromatic space
into an one-dimensional space that best discriminates between the
two classes. The optimal linear discriminat space [6] is computed
off-line using a set of manually segmented images of the lip and
face regions.

The contour of the lips is obtained through the binary chain
encoding method [3] followed by a smoothing operation. The re-
fined position of the mouth corners is obtained by applying the cor-

ner finding filter w[m;n] = exp(� jm2
+n2j

2�2
); �2 = 70; �3 <

m;n � 3; in a window around the left and right extremities of
the lip contour. The result of the lip contour and mouth corners
detection is illustrated in Figure 1c.

(a) (b) (c)

Figure 1: (a) The original estimate of the mouth region. (b) Seg-
mented lip region (black) using LDA. (c) The lip contour and the
corners of the mouth

The lip contour and position of the mouth corners are used to
estimate the size and the rotation of the mouth in the image plane.
Using the above estimates of the scale and rotation parameters of
the mouth, a rotation and size normalized grayscale region of the
mouth (64 � 64 pixels) is obtained from each frame of the video
sequence. However, not all the pixels in the mouth region have the
same relevance for visual speech recognition. In our experiments
we found that the most significant information for speech recogni-
tion is contained in the pixels inside the lip contour. The masking
variable shape window, used to multiply the pixels values in the
grayscale normalized mouth region, is described below:

w[i; j] =

�
1; if i; j are inside the lip contour;
0; otherwise

(1)

Figure 2 illustrates the result of the rotation and size normalization
and masking steps.

Figure 2: The masked, size and rotation normalized mouth region

Next, the normalized and masked mouth region is decomposed
in eight blocks of height 32 and width 16, and the 2D-DCT trans-
form is applied to each of these blocks. A set of four 2D-DCT
coefficients from a window of size 2�2 in the lowest frequency in
the 2D-DCT domain are extracted from each block. The resulting
coefficients extracted are arranged in a vector of size 32.

In the final stage of the video features extraction cascade the
multi class LDA [6], is applied to the vectors of 2D-DCT co-
efficients. For our isolated word speech recognition system, the
classes of the LDA are associated to the words available in the

database. A set of 15 coefficients, corresponding to the most sig-
nificant generalized eigenvalues of the LDA decomposition are
used as visual observation vectors.

Table 1 compares the video-only recognition rates for several
visual feature techniques and illustrates the improvement obtained
by using the masking window and the use of the block 2D-DCT
coefficients instead of 1D-DCT coefficients as described in [11].
In all the experiments the video observation vectors were modeled
using a 5 state, 3 mixture left-to-right HMM with diagonal covari-
ance matrices.

Video Features Recognition Rate

1D DCT + LDA 41.66%
Mask, 1D DCT + LDA 45.17%
2D DCT blocks + LDA 45.63%
Mask, 2D DCT blocks + LDA 54.08%

Table 1: A comparison of the video-only speech recognition rates
for different video features extraction techniques

4. THE AUDIO-VISUAL MODEL

This paper introduces a novel model for audio-visual speech recog-
nition, that uses a coupled hidden Markov model (CHMM). The
CHMM [1] is a generalization of the HMM suitable for a large va-
riety of multimedia applications that integrate two or more streams
of data. A coupled HMM can be seen as a collection of HMMs,
one for each data stream, where the discrete nodes at time t for
each HMM are conditioned by the discrete nodes at time t � 1 of
all the related HMMs. Figure 3 illustrates a continuous mixture
two-stream coupled HMM used in our audio-visual speech recog-
nition system. The squares represent the hidden discrete nodes
while the circles describe the continuous observable nodes. We
will refer to the hidden nodes conditioned temporaly as coupled
nodes and to the remaining hidden nodes as mixture nodes. The
parameters of a CHMM are defined below:

�
c
0(i) = P (qct = i) (2)

b
c
t(i) = P (Oc

t jq
c
t = i) (3)

a
c
ijj;k = P (qct = ijq0t�1 = j; q

1
t�1 = k) (4)

where qct is the state of the couple node in the cth stream at time t.
In a continuous mixture with Gaussian components, the probabili-
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Figure 3: The audio-visual coupled HMM.



ties of the observed nodes are given by:

b
c
t(i) =
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iX

m=1

w
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i;mN(Oc
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i;m;U

c
i;m) (5)

where �ci;m and Uc
i;m are the mean and covariance matrix of the

ith state of a coupled node, and mth component of the associated
mixture node in the cth channel. Mc

i is the number of mixtures
corresponding to the ith state of a coupled node in the cth stream
and the weightwc

i;m represents the conditional probability P (sct =
mjqct = i) where sct is the component of the mixture node in the
cth stream at time t.

5. TRAINING

The maximum likelihood (ML) training of the dynamic Bayesian
networks in general and of the coupled HMMs in particular, is a
well understood technique [8]. However, the iterative maximum
likelihood estimation of the parameters only converges to a local
optimum, making the choice of the initial parameters of the model
a critical issue. In this paper we present an efficient method for
the initialization of the ML training that uses a Viterbi algorithm
derived for the coupled HMM. The Viterbi algorithm determines
the optimal sequence of states for the coupled nodes of the audio
and video streams that maximizes the observation likelihood. The
following steps describe the Viterbi algorithm for the two stream
coupled HMM used in our audio-visual system. An extension to a
multi-stream coupled HMM is straightforward.

� Initialization

Æ0(i; j) = �
a
0 (i)�

v
0 (j)b

a
t (i)b

v
t (j) (6)

 0(i; j) = 0 (7)

� Recursion

Æt(i; j) = max
k;l

fÆt�1(k; l)aijk;lajjk;lgb
a
t (k)b

v
t (l) (8)

 t(i; j) = argmax
k;l

fÆt�1(k; l)aijk;lajjk;lg (9)

� Termination

P = max
i;j

fÆT (i; j)g (10)

fqaT ; q
v
T g = argmax

i;j
fÆT (i; j)g (11)

� Backtracking

fqat ; q
v
t g =  t+1(q

a
t+1; q

v
t+1) (12)

The segmental K means algorithm for the coupled HMMs is de-
scribed by the following steps:

Step 1 For each training observation sequence r, the data in
each stream is uniformly segmented according to the number of
states of the coupled nodes and an initial state sequence for the
coupled nodes Q = q

a;v
r;0 ; : : : ; q

a;v
r;t ; : : : q

a;v
r;T�1 is obtained. For

each state i of the coupled nodes in stream c the mixture segmen-
tation of the data assigned to it is obtained using the K-means algo-
rithm [6] withMc

i clusters. Consequently the sequence of mixture
components S = s

a;v
0;r ; : : : ; s

a;v
r;t ; : : : s

a;v
r;T�1 for the mixtures nodes

is obtained.

Step 2 The new parameters of the model are estimated from
the segmented data.

�
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where


a;vr;t (i;m) =

�
1; ifqa;vr;t = i; s

a;v
r;t = m;

0; otherwise
(17)

�a;vr;t (i; k; l) =

(
1; if qa;vr;t = i;

qar;t�1 = k; qvr;t�1 = l
0; otherwise

(18)

Step 3 At consecutive iteration the optimal state sequence Q
of the coupled nodes is obtained using the Viterbi algorithm (Equa-
tions 7- 12). The sequence of mixture component S is obtained
by selecting at each moment t the mixture sa;vr;t such that:

s
a;v
r;t = max

m=1;:::;M
a;v

i

P (Oa;v
t jqa;vr;t = i;m) (19)

Step 4 The iterations in steps 2-4 are repeated until the dif-
ference between the observation probabilities of the training se-
quences at consecutive iterations falls below the convergence thresh-
old.

6. RECOGNITION

The word recognition is carried out via the computation of the
Viterbi algorithm (Equations 7- 12) for the parameters of all the
word models in the database. The parameters of the CHMM corre-
sponding to each word in the database are obtained in the training
stage using clean audio signals (SNR = 30db). In the recognition
stage the influence of the audio and visual streams is weighted
based on the relative reliability of the audio and visual features
for different levels of the acoustic noise. Formally the observation
probability at time t for the observation vectorOa;v

t becomes

~ba;vt (i) = bt(O
a;v
t jqa;vt = i)�a;v (20)

where �a + �v = 1 and �a; �v � 0 are the exponents of the
audio and video streams. The values of �a; �v corresponding to
a specific acoustic SNR level are obtained experimentally to max-
imize the average recognition rate. Table 2 describes the audio
exponents �a used in our system.



SNR(db) 30 26 20 16

�a 0.9 0.8 0.5 0.4

Table 2: The optimal set of exponents for the audio stream �a at
different SNR values of the acoustic speech

7. EXPERIMENTAL RESULTS

We tested the speaker dependent audio-visual word recognition
system on the 36 words in the CMU database [5]. Each word
in the database is repeated ten times by each of the ten speakers in
the database. For each speaker, nine examples of each word were
used for training and the remaining example was used for test-
ing. The average audio-only, video-only and audio-visual recogni-
tion rates are presented in Figure 4 and Table 3. For audio-only
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Figure 4: The recognition rate of the audio-visual speech recogni-
tion system.

speech recognition, the acoustic observation vectors (13 MFCC
coefficients extracted from a window of 20ms) are modeled us-
ing a HMM with the same characteristics as the one described in
Section 3 for video-only recognition. For the audio-video recog-
nition, we used a coupled HMM with five states for the coupled
nodes in both audio and video streams, no back transitions, and
three mixture per state. Our experimental results indicate that the
CHMM-based audio-visual speech recognition rate increases by
45% the audio-only speech recognition at SNR of 16db. Compared
to the multistream HMM [11], the coupled HMM-based audio-
visual recognition systems shows consistently better results with
the decrease of the SNR reaching a nearly 7% reduction in word
error rate at 16db. The audio-visual multistream HMM has the
same characteristics as the HMMs used for video-only and audio-
only recognition.

8. CONCLUSIONS

This papers presents a speaker dependent audio-visual word recog-
nition system that uses a two-stream coupled HMM to model the
audio and video observation sequences. Unlike the HMM, the
CHMM allows for asynchrony in the audio and visual states, while
preserving the natural dependency of the audio and video signals.
In addition, with the coupled HMM, the audio and video sequences
are treated separately and is no need for the concatenation of the
audio and video observation that is often a challenging problem.

SNR(db) 30 26 20 16

V HMM 53.70% 53.70% 53.70% 53.70%
A HMM 97.46% 80.58% 50.19% 28.26%
AV HMM 98.14% 89.34% 72.21% 63.88%
AV CHMM 98.14% 90.72% 75.00% 69.90%

Table 3: A comparison of the speech recognition rate at different
levels of acoustic SNR using a HMM for video only features (V
HMM), a HMM for audio only features (A HMM), a HMM for
audio-visual features (AV HMM), and the coupled HMM for audio
visual features (AV CHMM)

The above advantages of the CHMM are reflected by our exper-
imental results. The coupled HMM-based system outperforms
the multistream HMM-based recognition system, and shows in-
creasingly better recognition rate than the multistream HMM with
the degradation of the acoustic SNR. Furthermore, with a CHMM
the observation probabilities for the audio and video streams, can
be obtained independently, making this model very attractive for
machines that allow parallel computation. We believe that the
CHMM, and the efficient training algorithm for CHMM described
in this paper can be applied to a variety of multimedia system in-
volving two or more data streams. Future work will include the in-
vestigation of CHMMs for continuous audio-visual speech recog-
nition.
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