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Abstract— System-on-Chip designs often have a large num-

ber of timing domains. Communication between these domains
requires synchronization, and the failure probabilities d these
synchronizers must be characterized accurately to ensurehe
robustness of the complete system. We present a novel appaia
for determining the failure probabilities of synchronizer circuits.
We use numerical intergration to perform large-signal anaysis
that accounts for the non-linear behaviour of real synchronzer
circuits. We complement this with small-signal techniquesto
characterize behaviours near the metastable equilibrium.This
combination overcomes the limitations of traditional techniques:
the large-signal analysis accounts for the transfer of mettable
behaviour between synchronizer stages; and the small-sigh
techniques overcome the limitations of numerical accuracyin-
herent in pure simulation approaches. Our approach is fully
automated, is suitable for integration into circuit simulation
tools such as SPICE, and enables accurate characterizationf
extremely small failure probabilities.

1. Introduction

it does not provide accurate estimates of failure probésli

Simulation based on numerical integration is the most
prevalent way to analyse non-linear circuits. However, the
acceptable failure probabilities for real synchronizere a
extremely small, and the difference between an input that
causes a failure and one that leads to correct resoluti@sss |
than the resolution of double-precision floating point nensb
Furthermore, the dynamics of synchronizer circuits lead to
numerical instability in the integration routines so thhet
accuracy of the simulator is much less than the floating point
resolution. Thus, simulation is an essential tool for dircu
design, but simulations cannot establish the very low failu
probabilities required for real designs.

Instead of using simulation or analysis, it is also possible
to experimentally measure the failure probability of a syn-
chronizer after it has been fabricated. In [5], Kinnimeat
al describe how they combined a clever experimental set-up
with careful statistical accounting to measure the failoneb-

Large integrated circuit designs are being divided into abilities of a 74F5074 flip-flop down t@0~'2 (assuming a
increasing number of separate time domains. There areadev&00 MHz clock, and uniformly distributed input arrival tise

motivations for this trend. First, distributing a globabck

corresponding to a MTBF (Mean Time Between Failure) of

across a large chip with low skew is difficult, power intemsiv about three hours. They showed that due to the non-linear
and often unnecessary. Second, the use of independesffigcts in the coupling between the master and slave stages
designed IP (“Intellectual Property”) blocks results indates of the flip-flop, the actual MTBF was less than that predicted
with different performance requirements and clock speedsy the simple, linear model by more than a factor of 20000.
Third, power management techniques such as dynamic volt&gjmilar measurements and results are presented in [6]TFi&.
scaling introduce even more combinations of clock freqigsnc physical data that can be provided by these kinds of experi-
into a design. Finally, interfaces to networks, graphiasstor- ments is valuable for validating any computational apphoac
age devices, memory, and other processors can each requifer aanalysing metastable behaviour. However, such phlysica
separate clock. This proliferation of timing domains letmla measurements can only be performed after the synchronizer
growing number of on-chip synchronizers at their interfacehas been fabricated, and the it must be possible to observe
While it is impossible to build a perfect synchronizer [1]the synchronizer from off-chip. Designers need to be able
the probability of failure drops roughly exponentially it to determine failure probabilities and evaluate desigddra
the time allotted for synchronization [2], [3]. Calculadin offs before their circuits are fabricated. Thus, we need a
these failure probabilities accurately is an essentiat par computational approach for analysing these circuits.
multi-timed design: underestimating the failure probiéil  This paper presents a novel method for computing the fail-
leads to an unreliable design; conversely, overestimai@s | ure probabilities of synchronizers. We combine small-aign
to excessive communication latency and lower system-leViglear analysis with large-signal, non-linear simulationa
performance. This paper presents an efficient and accunatgy that exploits the strengths of each to allow us to acelyat
method for determining synchronizer failure probabidtie ~ compute failure probabilities that are much smaller tham th
The traditional analysis of synchronization failure uses féoating point precision. Section 2 presents that the dynami
small-signal linear approximation of the dynamics of theystems perspective that we use for analysing metasyeduildt
bistable circuit near its metastable equilibrium [4, ch&®]. describes the limitations of traditional methods basedwalls
Such linearization neglects the large signal behaviouas$ ttsignal analysis or numerical integration. Section 3 shows h
occur as the synchronizer first approaches its metastaide combine small-signal analysis with numerical integnati
equilibrium and in the coupling between stages in multgstato obtain a robust, fully-automated method for computing
synchronizers. Thus, the small-signal approach is useiul failure probabilities. In section 4 we illustrate our appch
gaining an intuitive understanding of synchronizer ogergt by computing the failure probabilities for several synctirer



out—o<]} [>o— ot Ve sgparamsy,,m time, eventually bringing the synchronizer to a well-define
o logical state. Lettingh denote the value of the positive
data >o——]| s ,,,fhEAe%able eigenvalue ofA, ... If the state of the synchronizer at
o daa < a I””m time t, is uniformly distributed in a small region aroung,.,
clock 1j7 | [me . e then the probability that the synchronizer has not resobsed
o 0 o time ¢ decreases as*+*.
A latch circuit A Metastable Trajectory  ag noted earlier, the simple linear model from equation 3

Fig. 1. A Simple Latch and Its Metastable Behaviour fails to capture the behaviour of real synchronizers. Tlaeee
two main reasons for this. First, when a latch goes opaque,
its internal state may be near the separator between thie stab

circuits. basins of attraction for the latch but still a significanttdiece
from the metastable equilibrium. The right side of figure 1
2. Synchronization illustrates this where the trajectory is along the separaib

below the metastable equilibrium when the clock goes low.
econd, the assumption that the clock input to the syncheoni

is constant while the synchronizer is metastable does ridt ho

for a multi-stage synchronizer. Such a synchronizer attemp

to resolve metastability over several clock periods; witlche

o X successive edge of the clock, the metastable behaviowr- effe

transition as the clock falls. In response to the high valne (ﬁvely moves from one stage of the synchronizer to the next.

s/lat?, )t( Et.?trts o fa"’.ﬁ\(N hlcg_cf?usezs o Elsetgwth some :?g' These large signal swing activities violate the small signa
etastability occurs ik andX have roughly the same voltage, s\, mntions of linear analysis.
when the clock input falls.

W ider th tastable latch q . Numerical integration provides an alternative to smalhaig
¢ now consider the metastable faich as a. ynaml%malysis_ For example, HSPICE provides a bisection command
system. For simplicity, assume that invertétsand i2 are

) : ) ) o search for metastable equilibria. With bisection, a wser
identical. Let Vs l?e the voltage at Wh.'Ch thg INputs anG.p5ose two input transition times such that the latch settle
outputs of.th(_ase nverters are.(.eqlljal inequilibrium. Thﬁ'lgh for the first and low for the second. Then, the bisection
balance point is thenetastable equilibrium of the latch. (Eutine searches for the input transition time that caukes t

Consider the transparent latch shown in the left part
Figure 1. Metastability can occur if thaata input changes at
roughly the same time as tlodock input makes a high-to-low
transition. For example, the right half of Figure 1 illusés
how the latch can function if thdata input makes a rising

\_Nhgn the trajectory is suff|C|en_tIy close to the _metastab rcuit to remain in an unresolved, metastable conditianafo
point, it can be accurately approximated using a linear o olonged time

for the circuit_ dynamics. Ley be_ a yector with an element Bisection provides a method for calculating MTBF. Let’s
f(;r.each nzn-lg%uénoddg of thg.g'rcu't’, alnd iatpe the v%ct;)fr say that a design allows time, for the output of the
ofinputs. An (ordinary differential equation) mode Osynchronizer to settle. Leteyqy(ts) and ti.(ts) be the

circuit is given by earliest and latest transition times respectively for teut
g = f(y,in), (1) that cause the output to take at ledstto settle. Define
) i o ) o Ay, = tiate(ts) — teary(ts). In words, Ay, (t,) is the width
wherey is the time derivative ofy, and f is the derivative (jn seconds) of the window of input events that cause the
function. .Letyms denote the metastable equilibrium for th%ynchronizer to fail when given time to settle. If the clock
synchronizer. Foy close toy,,, we get: frequency isf., the rate of input transitions ig;, and the
§ o~ Apin) - (U = Yms) + Gms ) times of input events are uncorrelated with the clock, we get

where theA, . ., matrix is the Jacobian of at (y,,s, in). MTBF(ts) = (fefals, ()" (4)
The traditional textbook analysis [4, chap. 7.5] assumes th Given a value fort,, we can use simulation and bisection
in is constant during the time that metastability is a concergy COMPULEL ¢apy (ts) @Nd L1450 (ts). Using SPICE or similar
For typical synchronizer circuits, this is a reasonablerapp models, the non-linearities of the circuit are taken intcoamt,
imation as long as the clock signal is constant. We then gegvercoming the limitations of analysis based on small-aign
- L Ams models. However, designers typically need very small MT,BFs
y(t) = yms Fe +(Wlto) = yms) 3) often specified in the millions of years or more flf is 1GHz,

If y is n-dimensional, then the matrid(, ;) hasn —1 then to achieve a MTBF of one million yeard,, must be
negative eigenvalues and one positive one. The eigengecless thanl0~22(1/f.); this is beyond the numerical resolution
for the negative eigenvalues span the— 1 dimensional of a simulator using double-precision numbers. Furtheemor
space corresponding to the separator ngar; these decay the ODE for the synchronizer is numerically unstable near a
exponentially with time, bringing the trajectory closer tanmetastable equilibrium to to the positive eigenvalue,of the
the metastable equilibrium. The eigenvector for the pasiti Jacobian. Thus, the accuracy of a numerical integratorbeill
eigenvalue corresponds to the separation of trajectory free  much less than the numerical resolution of the machine.dn th
separator — this is the component that grows exponentiatly wnext section, we show how small-signal, linear analysishzan
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is based on two observations. First, the size of the window of

input events for which the synchronizer fail,, decreases —- - - - - -
exponentially with the amount of time that the synchronizer

has to settlet;. Thus, the trajectories corresponding to input Fig. 2. The Evolution between intervals

events atteqy (ts) and it (ts) will be extremely close to

each other during the initial part of the simulation, only

d_iverging from each other when the metastable_ condition\i§e pisect ome to find a small intervalja, , avr,,], such that
finally resolved. Second, MTBF depends on ttiiéference he synchronizer settles high when simulated from theahiti
betweent cariy (ts) andiiare(ts), the exact values dfeariy (ts) — state foray, and low when simulated from the initial state

a_nd tiate(ts) are _not critical. Ogr approach ca!culates thi?or ar,. Let Va(as, t) give the state vector at time when
difference,A,,,, directly, and avoids the “small difference ofgjmulated from an initial state dfl — a0) Vi, +aVy, at time

large numbers” problem associated with existing simuntatiq1 We now find a timey,, such that foray, < as < ag
. 1] 2 2

based techniques for analysing metastability. andt, <t <t
3.1. Restarting Bisection Valom,t) m CT2TO2 oy 0270 ()
’ ALy — CHy 2 ALy — OHy i

Our approach extends the traditional bisection approach.
For simplicity, we describe our algorithm for a synchromizeSection 3.3 describes the selectiontgfin more detail. The
whose data input makes a low-to-high transition. The ammlypoints Vs (am,,t2) and Va(ar,,t2) are the endpoints of an
for transitions in the other direction is equivalent. laiy, interval that we can use for further bisection.
we start with timesty, and ¢y, such that the synchronizer Figure 2 illustrates our repeated bisection method. Weewrit
settles high when the input transition fdata occurs at time Vg, , andVz,_, for the endpoints of the interval that we use
ty, and settles low when the transition is at timg,. The for starting thei’” round of bisection. We write.y;, anday,
times ¢y, andt, are provided by the designer; they mayor the interval that we reach at the end of t#e round, and
be widely separated; so finding such times is not difficuli;;, andV;_for the corresponding voltage points. We have
Using bisection, we find a small intervaly, ,¢;,] such that for i > 2:
the synchronizer settles high if the input transition oscur

. e Vi = (1—ag)Vu, , Vi,
at time 57, and low if it occurs att;,. We keep the gap Ve El _ZHl))VH“ IsHlVLT'*l
betweenty, and ¢y, large enough that the trajectories for VLi — V(o Lit‘)HH Li¥Liza (7
these two conditions are clearly distinguished by the nicakr VHT‘ B Vl(aHi ’tl)
L, — i\&L;» Ug

integrator.
Rather than further bisecting the interval of transitiongs whereV;(a,t) is the voltage state reached at tirhatarting
for data, we restart the simulation at a later time. Letfrom an initial voltage of(1—«a)Vy,_, +aVr,_, attimet;_;.
Vi(tin, t) give the state vector (voltage on each node of thehus, Vy, = Vi(ap,,t;) andVy, = Vi(ayr,,t;). Because we
circuit) at timet¢ when the input changes at timg,. We find chooset; to be small enough to allow for an accurate linear

a time, ¢y, such that forty, < t;, <tr, and0 <t <t approximation ofl; we have
. ~ tLl — tin Lin — tHl - ) ~ ar; —Q a—QH;
Vi(tin,t) = tL, — to, Vl(tHwt) + tr, —tm, Vl(tLl i) (5) V;(aatl) ~ aL,—am, VHl + oL, —am, VLi' (8)

The main considerations for choosing are thatt; must be  Rather than attempting to simulate an entire trajectory
small enough for the accuracy of the linear approximatidrom the critical transition of thedata to the resolution of
to be acceptable and large enough for the analysis to maketastability, our method divides such trajectories intdtm
progress. Section 3.3 describes the selectiow, ah greater ple segments. The dynamics of metastable circuits ensheies t
detail and shows that these conditions are easily satidfiedtriajectories that resolve to different logical states wilterge
practice. In the following, lety, = V(ty,,t1), andVz, = exponentially with time. While this divergence causesaesi
Vite,)- stability problems when trying to find metastable trajeie®r
The pointsV; (tx,,t1) and Vi (¢, ,t1) are the endpoints of by numerical integration alone, we use the divergence to find
an interval that we can use for further bisection. &gte [0,1] intervals for restarting our bisection that are larger tkzgir
be the bisection parameter; set the initial voltage statthef predecessors. Because these divergent trajectoriesitiaéyin
circuit to (1—aw)Vy, + a2V, and the initial time ta;; model quite close to each other, we can build linear maps from the
the data input with a transition at timél — «s)ty, + aoty,. trajectories at each step of our computation back to trajesst



in earlier steps. The next section describes how these mgppitime ¢;. Likewise, Backk.,i(V,{Hl) gives the state at time

allow us to compute failure probabilities accurately. that led toVL’W at timety. Let
. o tLy —tH,
3.2. Computing Bounds for A, PL= eV (10
. . . - i VL =ve
Using equation 4, it is sufficient to computk;, (ts) to pi = p1 H;ZQ M, ifi>1
J J

determine the failure probability of a synchronizer thas ha
time units of settling time. For each bisection step, we fin/e now have

trajectories for which metastability takes longer and emtp | Backri(V}y . )= Vi |lps
resolve. These correspond to larger valuestfoand smaller < At '[) b o (11)
values forA,, . The value oft, can be observed directly from - HBZZLCkSl:'(VL/ V=Vl Il

— )t k41 i+1 P

the simulation: we simply note that time of the correspogdin

output transition (e.g. the time that the output signal sess This is the formula that we use for computing boundsAgy,
Vaa/2). This section describes how we compute . There in the remainder of this paper.

are two main issues that we address:

1) At most steps, our algorithm bisects a voltage intervad-3. Implementation Issues

We need to map these initial voltage states back to inputywe jmplemented the computation described above using
transition times in a way that allows accurate calculatiog at.aB. We used the simple, short-channel transistor model
of A, from [8, chap. 2.5.2] and adjusted the model parametersago th
2) Consider a synchronizer whose input makes a low-tgwerter transition times matched those from HSPICE for the
high transition. If the synchronizer settles high, we caf.18; TSMC CMOS process. We usedAVILAB's ode45, a
observet, directly. On the other hand, if the synchrofoyrth-order Runga-Kutta integrator, for numerical inpn.
nizer settles low, there may be no change on the outputoyr algorithm has an inherent trade-off between the ac-
Thus, to computel,, we need to find the latest thatcyracy of the integrator and the accuracy of the linear ap-
the input can change and still have the synchronizgfoyimation. If we continue bisection to produce a very smal
settle high. This effectively means finding the perfectigegments for(V/, ,V} ) then the linearization will be
metastable trajectory that never resolves. very accurate, but the results will be sensitive to erroosnfr
Fori > j, let Back; ; map a voltage from the segment thathe integrator. If we use a larger interval, then lineaiorat
was used to start thé” round of bisection, i.e(Vy,,Vz.), error will dominate. In our implementation, we bisect until
back to the corresponding voltage on the segni&nt,Vz,) we produce a segment fQszvaL'M) this is roughly one-
if j > 1 or the transition time of thelata input if j = 1. tenth the length of Vy,, V1,).
Inverting equations 5 and 8 we get: A similar trade-off occurs in the choice of thgs. Using
L larger values reduces the number of rounds of bisection
B“Cki=a"/(v)v - Vvv _— ifi=j required to reach a pre-specified or A;, , thus reducing
Ve, - ””Zijhi\ |l ooifi=5=1 the time for the algorithm to run and the impact of integnatio
—  Back (WL VIV, IV =VEIVE, it i1 error. On the other hand, large values fgrlead to larger
AeRi=1,5 ( VL, =Va, ) » e > linearization errors. In our implementation, we integrdibee
9) ' ’

We now need to determine the latest time that the in trajectories at the end of each bisection round. These start
ke a low-to-hiah t " b that th h PHbm Vﬁmi Vi an(_tl (Vf’lmf Vi)/2 respectlyely. At
gsgnrttz”i get(t)lvevs (t)o allglogir?:lsrlwigr? vsalljlﬁe Ezch Eissg(;? roNIZ&ach time step of the integration, we compare the intedsator
computes bounds for this time, and t.hese bounds becoValue for the tr.ajectory ;tartm_g from/;[w +VL/1‘+1)/2 with
. X Yoy S . thE value obtained by linear interpolation from the otheo tw
progressively tighter. For eaah Vi, Isan initial condition

f hich th hroni les hiah _ initial starting points. We chosg; ; as the largest time for which this
or whic the syhchironizer settles hig aﬁgm Is aninitial o0 s less that 2% of the magnitude of the voltage vectors.
condition for which it settles low. Let denote the total

b f bisecti q f d in th Vsi Any method that relies on numerical integration for
number ot bisec |or/1 rounds per orme/ I e analysis. V%er'\alysing metastability must address the instability Hrates
could useBackm(VHH]) and Backm(VLH]) as lower and é

in?

bound dvelv for the inpoi & that lead rom the positive eigenvalue of the Jacobian,. The
prer ”oun S respectively Tor the input times that lea w,,V1,) segments are parallel to the corresponding eigen-
perfect” metastability. However, this would lead to larg -

cal b & b I d ector. Thus, the calculation ¢ifi’;,, — Vi, || is susceptible to
numerica’ errors, becauss,,, may be very smafl comparedyy,;q instability. Instead of calculating the differencepbgitly,

with the time of the input transition. we compute the small signal sensitivity of the circuit alang

To avoid these _numerlcal issues, we perform the SUbtraC“RQjectory fromt, to ;1. In particular, we augment the ODE
as ear_ly as p_ossm_le. For example, _when we fiffd | we  gom equation 1 with a matri6(t) where
know its settling time — we call thig;;. Now, when we

complete our last round of bisection, we havj@m. Note that S = (Jacf(y))S
Backm(vﬁm) gives the state at timg that led toV,éh+1 at St) = 1

(12)
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where Jac is the Jacobian operator. We now have that ~ ’ 8%’%
S(tiv1)(3,5) = Oyi(tiy1)/0y;(t;). This sensitivity matrix o %,
allows us to calculate thg;’s (including p;) from equation 10 % 00%
without numerical differencing. Our experimental resshew e %,
that our method is very robust, and we expect to prove this § ¢ oy
using standard error analysis techniques in future work. § 77 Oo%
5 -wf o,
£ 12
4. Results
o
50k o
We tested our algorithm by analysing the failure proba- s T ; 2
settling time, t_ <107

bilities of chains of synchronizers. Figure 3 shows our two
implementations. The chain on the top uses simple inverters
to couple the output of one latch to the input of the next.
The chain on the bottom uses a “metastability filter” — the
n-channel transistors in the filter remain in cut-off untilot
sides of the cross-coupled inverter pair differ by a n-clehnrsynchronizer exhibits a negative back edge. We conjedbate t
threshold. This ensures that the latch output does not ehatige inverters coupling the stages have greater gain-batlalwi
until metastability has resolved. For all of our measureismienproducts than the cross-coupled pairs for the transisi@ssi
we use a clocks with a period df5ns and 50% duty cycle. that we simulated.
The phase for each latch in the chain is half of a period laterFigure 5 showsA,, versust, for a single stage syn-
than that for the previous stage. We “freeze” the clocks whehronizer. Here, we compare with values calculated using
the final stage of the chain goes opaque so we can obsed@&PICE’s bisection capability. In the figure, the circles tire
settling times greater than the clock period. HSPICE simulation data and the diamonds were calculated
Figure 4 plots the input windowA;, (¢5), as a function with our approach. We find that in the range where HSPICE
of the output settling timet,, for the chain coupled with can compute a result, the two agree quite well. However,
simple inverters. We calculate the settling time from tteckl HSPICE can only determind,, down to 0.2 femtoseconds
edge that makes the first latch in the chain opaque to faeilita- if f. and f; are both 1GHz, this corresponds to a MTBF
comparison of chains of differing numbers of latches. Fer trof about five milliseconds. In contrast, our method easily
multistage chains, the curve drops below the straight I t calculatesA;, to 10~°° seconds or less corresponding to an
would be predicted by a simple, small-signal analysis. In MTBF of greater thari0?* years.
n-stage synchronizer chain, an input transition first affect Figure 6 compares synchronizer chains with and without
the output when latcl — 1 goes opaque and latelh goes metastability filters. We first observe that the simple syn-
transparent. At this time we can observe the metastabifity chronizer outperforms the synchronizer with the metabtabi
latch n — 1. Half a clock cycle later, latclm goes opaque, filter. At first, this seemed surprising as a metastable laich
and the synchronizer remains in an unresolved state if thig filtered synchronizer can only corrupt its successotrt as i
latch becomes metastable as well. This is the “back edgeits metastability, whereas a metastable latch in the Isimp
effect” described in [5]. Whereas [5] observed a positiveynchronizer is always visible to the next stage. However,
back edge (increased delay) for the 74F5074 flip-flop, othie couping inverters in the simple inverter are faster than

Fig. 5. Ag,, (ts) vs.ts for a one-stage, simple synchronizer
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the metastability filters of the alternative design. Thisledl role. These include analog-to-digital converters, semsplia
speed gives the simple design its advantage. This also sh@gs, and high-speed digital circuits that with minimalees
how our approach can be used to confirm or refute propossietuitry. We presented our approach as a method for comput-
design optimizations in regimes that cannot be resolved Wy failure probabilities. It should be possible to extehibst
traditional simulators. Our second observation is that thgproach to also generate traces of metastability failihes
filtered synchronizer has a positive back edge, like thogge also interested in extending our approach to autontigtica
described in [5]. Again, we attribute this to the added delayptimize transistor sizes for synchronizer circuits.
of the filter circuit. Simulating metastable behaviour is inherently difficult be
As described in section 3.2, our algorithm computes uppgduse of the numerical instability introduces by the pesiti
and lower bounds forA;, . Figure 7 plots these boundseigenvalue of the Jacobian operator near the metastabie equ
for a two-stage, simple synchronizer chain. For comparis@Brium. With our approach, we believe that this error shaws
purposes, we also plot the value 4f, obtained after each in the absolute time of the vulnerability window, but hagdit
bisection round if we usé/;/  to compute our estimate.impact on the value computed for the width of the window.
Not surprisingly, the latter approach significantly ovéireates Our experience with our test cases supports this conjecture
A, . In contrast, our method computes very tight boundghd we plan to perform a formal error analysis to test this
with the difference between the upper an lower bound ondpnjecture. Such an analysis should also provide a basis for

becoming visible at the final data point. determining the optimal criteria for moving from one bisent
. phase to the next and to determine the size of the time irterva
5. Conclusions between these phases.

We presented a novel method for measuring failure proba-
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